giG rite vhew /@ _

AD-A212 516 TACTICAL WEAPON
S AC | AC

GUIDANCE & CONTROL
INFORMATION ANALYSIS CENTER

PN

GACIAC PR 88-02

PROCEEDINGS OF THE CONFERENCE
ON SPACE AND MILITARY APPLICATIONS
OF AUTOMATION AND ROBOTICS

SPONSORED BY:

U.S. ARMY MISSILE COMMAND
AND THE NATIONAL AERONAUTICS AND SPACE ADMINISTRATION

MARSHALL SPACE FLIGHT CENTER - T E C
HUNTSVILLE, ALABAMA 35898-5222 D ‘ -
S ELECTF 3%

21-22 JUNE 1988

APPROVED FCR PUBLIC RELEASE:
DISTRIBUTION UNLIMITED

Published by GACIAC

T Research Institute

10 West 35th Street
Chicago, lllinois 60616-3799




GACIAC PR 88-02 JULY 1989

NOTICES

Proceedings. This proceedings has been published by the Tactical Weapon
Guidance and ‘Control Information Analysis Center (GACIAC) as a service to the
defense community. GACIAC is a DoD Information Analysis Center, administered
by the Defense Technical Information Center, operated by IT Research Institute
under Contract No. DLAS00-86-C-0022. GACIAC is funded by DTIC, DARPA, and
U.S. Army, U.S. Navy, and U.S. Air Force Laboratories/Controlling Activities having
an interest in tactical weapon guidance and control. The Director of GACIAC is Dr.
Robert J. Heaston. The Contracting Officer is Mrs. S. Williams, DESC, Dayton, Ohio.
The Contractir- Officer's Technical Representative is Mr. Chalmer D. George, and
the Alternate Representative is Mr. H. C. Race, AMC Smart Weapons Management
Office, ATTN: AMSMI-SW, Redstone Arsenal, Alabama 35898-5222,

Reproduction. Permissior to reproduce any material contained in this document
must be requested and approved in writing by the AMC Smart Weapons Manage-
ment Office, AMSMI-SW, Radstone Arsenal, Alabama 35888-5222, This document
is only available from GACIAC, IT Research Institute, 10 West 35th Street, Chicago,
llinois 60616-3789. Copies are available to Conference attendses, Government
agencies, and GACIAG industrial subscribers.




uNCLASSIFIED
SECURITY CLASSIFICATION OF THIS PAGE

Form Approved
REPORT DOCUMENTATION PAGE OMB No. 0704-0188
1a. REPORT SECURITY CLASSIFICATION 1b. RESTRICTIVE MARKINGS
UNCLASSIFIED
2a. SECURITY CLASSIFICATION AUTHORITY 3. DISTRIBUTION / AVAILABILITY OF REPORT

h

l 2b. DECLASSIFICATION / DOWNGRADRING SCHEDULE

Approved for Public Release
Distribution Unlimited

4. PERFORMING ORGANIZATION REPORT NUMBER(S) S. MONITORING ORGANIZATION REPORT NUMBER(S)
GACIAC PR-88-02

6a. NAME OF PERFORMING ORGANIZATION ] 6b. OFFICE SYVEGL ~ f'7a. NAME OF MONITORING ORGANIZATION
11T Research Institute/GACIAC|  (f applicable) Commander '
U.S. Army Missile Command
6¢. ADDRESS (City, State, and ZIP Code) 7b. ADDRESS (City, State, and ZiP Code)
10 West 35th Street ATTN: AMSMI"SN

Chicago, IL 60616-3799
Redstone Arsenal, AL 35898-5246
8a. NAME OF FUNDING / SPONSORING 80. OFFICE SYMBOL ] 9. PROCUREMENT INSTRUMENT IDENTIFICATION NUMBER

ORGANIZATION {] N . . (if applicable)
Command & NASA-S+ Army Missile

8c. ADORESS (City. State, and 2IP Cade) 10. SOURCE OF FUNDING NUMBERS
Marshall Space Flight Center PROGRAM PROJECT TASK WORK UNIT
3 - . N .
Huntsville, Alabama 35898-5243 ELEMENT NO.  JNO. NO ACCESSION NO
65802 S 1.0

11 TITLE (Include Security Classification)
Proceedings of the Conference on Space and Military Applications of Automation
and Robotics. U/U
12, PERSONAL AUTHOR(SS
Dr. Gary L. Workman, Technical Program Chairman, et al
13a, TYPE OF REPORT 13b. TIME COVERED 14, BATE OF REPQRT (Year, Month, Da) ]'5. PAGE COUNT
Proceedinags rROM 21dun 881022 Jun 84 July 1989 516

6. SUPPLEMENTARY NOTATION
This document available only from GACIAC, IIT Research Institute, 10 West 35th Street,

Chicago, 11linois 60616-3799. (410948) Price $75.00

\7. COSATI CODES 18. SUBJECY TERMS {Cantinue on reverse if necessary and entify by block number)

FIELD GROUP SU8-GROUP Automation, Robotics, Space Technology, Space Sta ions,
12, 13 N9, 08 .t ) Battlefields, Artificial Intelligence, Expert Sys.ems,
22, 16 | 01, 04 Guidance, Mevigation (SEE_RCVERSE) .

19, ABSTRACT (Continye an reverse if necessary and identify by block aumber)

These proceadings contain the papers presented at the Conference on Space and Military
Applications of Automation and Robotics held 21-22 June 1938 in Huntsville, Alabama. ~The
conferance sessions were arranged to present two concurrent programs. Welcome speeches and
the keynot2 addresses were given at the Plenary Session. Twelve topical sessions covered
current areas of interest in automation and vobotics technology. Papers presented at the
session entitied IVA Robotics addressed robotics applications aboard the Space station. In
the session entitled Strategies for Deployment, robotics systemws for battlefied] automation
fond reconnaissance/surveillance wissions were discussed. The conference program included

two sessions on Artificial Intelligence and Cxpert Systems. Papers in these sessions covered
@ variety of topics including undevsea remotely operated vehicles, autonomous land vehicles,
Mtonomous aivcraft, telerobotics, modeling and simulation, sensor fusion, programuing
languages and wan machine interfaces. The Sensors and Image Processing session papers addresss
ed laser vadar, multinode trackers for five and forget systems, image stabilization 5{OVER)

UNCLASSIFIED

20 DSIRBUTION  AVALABIITY OF ABSTRACY 21 AGSTRACT SECURITY CLASSIFICATION
Ll asud gty B same as apt (g wsias UNCLASSIFIED ;
223, NAME OF RESFONSIRLE ADwiDUAY 21 YELEPHONE ((ntlude Area Code) | 23¢ OFFIKE $¥YAROL {
floward £. Race _ {205)876-31/1 AMSHI - S8 i
DD Form 1473, JUN 86 ’ Provious wihoe? we chiolete, e SECUMITY CLASSIWATION OF THIS PAGE




UNCLASSIFIED

18. SUBJECT TERMS (cont)

Control Systems, Reconnaissance, Sensors, Simulation, Testing,
Manufacturing, Symposia.

19. _ABSTRACT (cont)

> techniques for robotic vehicles and digital image processing. There were also two
sessions on Robotic Systems. These papers discussed methods and technology of
existing robot systems.. Papers presented at the session entitled Guidance, Navigation
and Control addressed guidance and control systems for autonomous land vehicles,
control systems for automated refueling systems and use of mobile robots in toxic
environments. Feasibility studies, design guidelines, operational constraints,
safety aspects and performance analysis of telerobotic systems were subjects of
papers presented at the Telerobotics session. Finally, there were three sessions
on Manufacturing of Aerospace and Missile Systems inciudc n the conference
program. Papers were presented on robot assembly systems, robotic test cells
CAD/CAM systems, control systems for welding robots, expert process development
and simulation of industrial/manufacturing systems.

B e e AL A
Aooession F“____?,:_
o TRTLS GRAKE
DTIC TAR a

Unannounced 0
Juatifiocation

By -

Di.,tﬂbumonl ]
avauabulw COdos

- Tavail sudfor |

Dist Spectal ] N

s




GACIAC PR 88-02 JUNE 1989

PROCEEDINGS OF THE CONFERENCE
ON SPACE AND MILITARY APPLICATIONS
OF AUTOMATION AND ROBOTICS

21-22 JUNE 1888

JOINTLY SPONSORED BY

THE U.S. ARMY MISSILE COMMAND AND NASA
MARSHALL SPACE FLIGHT CENTER

W

Published by GACIAC

mstﬁbuﬁon Unclassified/Unlimited . IT Rasearch Institute
and Cleared for Public Release 10 West 35th Streot
Chicago, llincis 60616-3799

GACIAC - A DoD Information Analysis Center
Operated by IIT Research Institute, 10 West 35ih Street, Chicago, IL 60616-3799
30D Technical Sponsor - Joint Service Guidance and Conlrol Committee
Members from OSD, Army, Nawy, Air Force, and DARPA




THIS PAGE INTENTIONALLY BLANK




FCREHORD

CONFERENCE OM SPAGE AMD MILTITARY APPLICATIONS
OF AUTOMATION AilD ROBOTICS (A&R)

21 - 22 JUNE 19@8

The idea to snonsor a joint conference between the U.S. Army Nissile
Command and the HASA Marshall Space Flight Center evolved between the two
agencies during exchanges of information related to autemation and robotics
(A&R), Proaran A consisted of mostly NASA related topics while Program B
consisted of mostly Army topics. In some instances topics from both agencies
were included in the same session, There were enough similarities in the
ererqing technologies for an exchange of ideas to take place; however, as the
conference progressed an interesting difference in the motivations for A&R
research within the two agencies hecame apparent. \hile both space and the
hattlefield are volatile environments to people, Army technologies are moving
forward to remove people from the bhattlefield while HASA technologies are
moving forward to station people in space,

A similarity hetween hoth agencies is their concern for finding Sggi to
develop high technology systems that will enhance human capabilities and
conserve resources. The conferance identified some of the problems and
sotutions addressing the challenges that exist today, Future requirements
were also defined,

Or. Robert J. Heaston
GACIAC Director




CONFERENCE ON SPACE AND MILXTARY APPLICATIONS
OF AUTOMATION AND ROBOTICS

21-22 JUNE 1988
KARRIOTT OF HUNTSVILLE, ALABAMA

Technical Pr  ram Chairman: Dr. Gary L. Workman
University of Alabama in Huntsville

General Chair: Elaine Hinman
NASA/MSFC

J. L. Prater
USAMICOM/RDEC

Plenary Session: tlaine Hinman
NASA/MSFC

J. L. Prater
USAMICOM/RDEC

Welcoming Remarks: J. R. Thompson, Director
NASA/NSFC

W. C. McCorkle, Director
USAMICOM/RDEC

J. B. Odom

Associate Administrator for the Space
Station

NASA Headquarters

J. D. Weisz, Director
Human Engineering Laboratories
LABCOM

Plenary Presentation: Steve Bartholet
Odetics, Inc,




Monday, June 20, 1988

06:00 - 08:00 PM  Pre-Registration in Marriott Lobby Area

Tuesday, June 21, 1988

07:30 - 08:30 AM  Registration (lobby}

08:00 - 10:00 Plenary Session I

08:05

08:25

08:55

09:35

10:15
10:30

Keynote:

Chairs: Elaine Hinman, NASA/MSFC
J.L. Prater, USAMICOM/RDEC

Welcoming Remarks:
J.R. Thompson, Director, NASA/MSFC
Col. Nicholas Hurst, Deputy Director, USAMICOM/RDEC

NASA Keynote:
J.B. Odom, Deputy Director for the Space Station
NASA HQ

Army Keynote:
J.D. Weisz, Director, Human Engineering Laboratories
LABCOM

Plenary Presentation:
Steve Bartholet, Odetics, Inc.

BREAK

Session Il Program A
IVA Robotics
Chair: Pam Nelson, RASA/NSFC

W.0. Chubb, Director, Information and Electronic Systems
Laboratory, NSFC

“Dual-Arm Robot for Telerobotic IVA Operations on the Space
Station"
M.C. Ziemke, H.M. Chang, University of Alabama in Huntsville
J. Kader, Kader Robotics, Inc.

“The Impact of an IVA Robot on the Space Station Microgravity
Environment" .

P.t. Harman, Teledyne Brown Engineering

D.A. Rohn, NASA/lLewis Research Center

“An Automated Protein Crystal Growth Facility on the Space
Station®
M.C. Herrmann, NASA/HMSFT




10:30

Keynote:

12:00
01:30

Session Il Program B
Strategies for Deployment
Chair: J.L. Prater, USAMICOM/RDEC

Colonel J.D. Petty, Director
Advanced System Concepts Office

“TMAP - The Army's Near Term Entree to Battlefield Robotics"
R.K. Simmons, Martin-Marietta Baltimore

"When Will Robots Be Used in Combat?"
S.Y. Harmon, Robot Intelligence International

"TMAP: An Offset Platform”
J. Kirsch, Grumman Corporation

LUNCH (served poolside)

Session III Program A
Artificial Intelligence and Expert Systems I
Chair: Elaine Hinman, NASA/MSFC

"An Expert System for Object Recovery"
A. Farsaie and T.A. Dumoulin, Naval Surface Weapons Center
W.A. Venezia, Naval Surface Warfare Center

"High Level Intelligent Control of Telerobotic Systems"
J.W. McKee, University of Alabama in Huntsville, and
J. Wolfsberger, NASA/MSFC

"Neutral File data Exchange Between Simulators and Robots"
W.D. Engelke, University of Alabama in Huntsville

“Cooperating Expert Systems”
M. Brady and D.R. Ford, University of Alabama in Huntsville

“Space Languages"

S. Davis and D. Hayes, University of Alabama in Huntsville
J. Wolfsberger, HASA/MSFC

viii




Session III Program B
Sensors and Image Processing
Chair: Lynn Craft, MICOM

"A System for High Resolution 3D Mapping Using Laser Radar
and Requiring No Beam Scanning Mechanisms"
P. Rademacher, Robotic Vision Systems, Inc.

"Technology Transfer: Imaging Tracker to Robotic Controller"
W.S. Otaguro, L.0. Kesler, McDonnell Douglas Astronautics Co.
K.C. Land, H. Eiwin, and D.E. Rhoades, NASA/Johnson Space
Center

“Stabilized Image System for Mebile Rubots"
D.S. Stauffer and E. Watts
Rexham Aerospace and Defense Group

“Two Dimensional Convelute Integer Technology
for Digital Image Processing"
T.R. Edwards, TREC, Inc.

BREAK

Session IV Program A
Robotic Systems
Chair: Chuck Shoemaker, Human Engineering Laboratory

"A New Approach to Robot Kinematic Analysis"
M.S. Waggener and F.J, Testa

Advanced Control Technologies, Inc., and
G.0. Beale, George Mason University

“Omnicon - The Self-Aligning Space Connector
H.S. Harman, Envivonmental Cowponents, Inc.

“Fluid Disconnects for Automsted and Robotic Spacecraft
Servicing"
J.M. Cardin, Moog Incorporated

“Bevelopment of a Hybrid Simulator for Robotic Manipulators®
P.M. Van Wirt and N.B. lLeahy, Jr.,
Air Force Institute of Technology




03:30 Session IV Program B
Guidance, Navigation and Control
Chair: Greg Graham, USAMICOM

“The DARPA Autonomous Land Vehicle: A Phase I Retrospective
and a Prospective for the Future"
R.J. Douglass, Martin-Marietta Denver

"Development of a Man-Portabie Control Unit for a Teleoperated
Land Vehicle"
D.E. McGovern and S.V. Spires, Sandia National Laboratories

"Robotic Visual Servo Control for Aircraft Ground Refueling"
M.M. Miller, M.B. Leahy, Jr., and M. Kabrisky,
Air Force Institute of Technology

"Use of Mobile Robots in Responding to Radiological and
Toxic Chemical Accidents"
H.B. Meieran, PHD Technologies, Inc.

"The Versatool III®
F.R. Skinner, Robo-Tech Systems

05:30 - 07:30 Reception (Marriott Baliroom)
Chair: G.L. Workman, University of Alabama in Huntsville

Speaker: Joe Engelberger, TRC, Inc.




Wednesday, June 22, 1988

08:00 AM

Keynote:

U8:00 AM

Keynote:

10:15

Session V Program A
Robotic Systems
Chair: Ken Fernandez, NASA/MSFC

J.W. Littles, Director, Science and Engineering, MSFC

"Insertion with Two Coordinated Robot Arms"
F.L. Swern anu S.J. Tricamo, Stevens Institute of Technology
N.P. Coleran, Jr U.S, Army R&D Center

"Orbital Maneuvering Vehicle (OMV) Remote Servicing Kit"
N.S. Brown, NASA/MSFC

"Inflatable End Effector Tools"
C.K. Lord, 0lis Engineering, Inc.

Session V Program §
Manufacturing of Aevospace and Missile Systems I
Chair: Howard Race, USANICOM

R.E. Bowles, Chief of Mobility of Technology Planning and
Management, LABCOM

“Robotic Assembly of Microscopic Components in Millimeter Wave
Davices"
S.A. Prokosch and K. Aufderhar, Honeywell, Inc,

"Automated Millimeter Wave {MMW) Transducer Testing in a
Robotic/Vision Test Cell"

M. Francis and J. Risendal, Honeywell, Inc.

R. Hill, U.S. Army ANCCOM, Armament Research Development and
Enginzering Center

“Development of an Integrated CAD/CAM System for Wire Harness
Fabrication"

J.M. Anderson, J.I. Locker, U.S. Arny Missile Command

T.D. Morgan, L.C. Frederick and C.D. Minor,
University of Alabama in Huntsville

BREAK

xi




10:30

10:30

12:00 Roon

Session VI Program A
Telerobotics
Chair: Cindy Coker, NASA/MSFC

“Testing the Feasibility of Using a Teleoperated Robot
for Remote, Dexterous Operations”
J.A. Molino and L.J. lLangiey, Tech-U-Fit Corporation

“ORU Guidelines for Telerrobotic Compatibility"
M.M. Clarke and D. Manoucnehri, Rockwell International

“Ground Control of Space Based Robotic Systems™
K.E. Farnell and S.F. Spearing, Teledyne Brown Enginee: ing

"The Advanced Research Manipulator "
P.D. Spidaliere, AAl Corporation

"Investigation of Learning Factors in the Performance
of Teleoperated Tasks"
J.N. Lovett, Jr., University of Alabama in Huntsville
A.R. Wyskida and R.W. Amos, U.S. Army Missile Command

Session VI Program B
Manufacturing of Aerospacce and Military Systems 1l
Chair: Chip Jones, NASA/MSFC

“Development of Automation & Robotics for Space via Computuer
Graphic Simulation Methods"
K. Fernandez, NASA/MSFC

“On Designing A Case-Based System for Expert Process
Development™

S. Bharwani, J.7. Halls, and M.E. Jackson
Martin Marietta Laboratories

"tExpert System Technology: An Avenue to an Intelligent Held
Process Control System"

R.t. Reeves, T.D. Manley, and A. Potter
General Digital Industries, Irc., and

D.R. Ford, University of Alabama in Huntsville

“Advantages of Off-Line Programming and Simulation for
Industrial Applications*

J. Shiver, Martin Marietta Aerospace,

0. Giliiam and G.L. Workman, University of Alabama in
Huntsviile

Lunch {served poolside)




01:30

01:30

Session VII Program A
Manufacturing of Aerospace and Military Systems III
Chair: J.M. Anderson, USAMICOM

"A 3-D Graphical Simulation of an Automated Direct Chip
Probe, Test System"

D.C. Holderfield, U.S. Army Missile Command

T.D. Morgan, B.E. Martin, and J.A. Raney
University of Alabama in Huntsville

"Automated Manufacturing Programming System®
B.J. Schroer and F.T. Tseng

University of Alabama in Huntsville
J.W. Wolfsberger, NASA/MSFC

"Algorithm for Display of Automated Nondestructive Thickness
easurements"
J. van der Zijp, University of Alabama in Huntsviile

Session VII Program B
Artificial Intelligence and Expert Systems II
Chair: Bernard Schroer, University of Alabama in Huntsville

"A Planner For Threat Assessment and Response"
A.N. Steinberg, The Analytic Science Corporation

“A Robotic Vehicle Route Planner for the 1990's"
W.J. Pollard, KMS Fusion, Inc.

"A Demonstration of Retro-Traverse Using a Semi-Autonomous Land
Vehicle"

0.E. McGovern, P.R. Klarer, and 0.P, Jones
Sandia National Laboratories

“Oynamic Planning for Smart Weapons®
S.J. Larimer and R.A, Luhrs, Martin-Marietta Denver

“A Knowlege Representation Scheme for a Robotic Land Vehicle
Route Planner"
P.J. McNally, KMS Fusion, Inc.

“IRIS - An Intelligent Robot Insertion Expert System"
W. Teoh, Sparta, Inc.

“pedagogical Issues in Developing a Man-Machine Interface for

an Intelligent Tutoring System"
W.N, Holmes, USAMICOM

xiii
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J. R. Thompson, Director
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W.C. NcCorkle, Director *
USANICOM/RDEC

* Presented by Col. Nicholas Hurst




James R. Thompson, Jr.
NASA HQ

Welcoming Speaker

James R. (J.R.) Thompson, Jr., was named director of the Marshall Center
on September 29, 1986, after serving three years as Deputy Director
(technical) at the Princeton University Plasma Physics Laboratory. In 1586,
while still at Princeton, he was named vice-chairman and day-to-day head of
the NASA task force looking into the cause of the Challenger accident. Before
going to Princeton, Mr. Thompson spent 20 years as manager of the
NASA/aerospace industry team that developed the main engine of the Space
Shuttle, perbaps the most sophisticated machine ever built. He also served as
Associate Director for Engineering in the Center's Science and Engineering
Directorate, the organization responsible for developing many of the nation's
space projects. Today, as Director of one of NASA's largest and most diversi-
fied centers, Mr. Thompson is responsible for many of the agency's top
programs.

Under Mr., Thompson's leadership, the Marshall Center is responsible for a
wide variety of NASA projects ranging from development of the Edwin P. Hubbie
Space Telescope and production of the propulsion elements of the Space Shuttle
to management of Spacelab Earth-orbital missions and other payloads for the
Space Shuttle. Also, the Marshall Center has been given a substantial role in
the development of Space Station, a permanent manned facility proposed by
President Reagan to be in orbit by the mid-1990s.




William Claiborne McCorkle, Jr.
USAMICOM/RDEC

Welcoming S .~aker

As MICOM Technical Director, Dr. McCorkle serves as the senior technical
advisor to the Commander on all research and development matters. As Director
of the Research, Development and Engineering Center, he is responsible for
providing major research, development, production, field engineering and soft-
ware support to more than twenty MICOM project and product managed systems.

In addition, he is responsible for planning and executing the Missile
Command's programs in research, exploratory and advanced development of
missiles and high energy lasers.

Or. McCorkle came to the Missile Command in 1957 from a position at
Tulane University and has since served in a number of increasingly responsible
scientific and engi -zering positions, including an 18-month rotational assign-
ment 1n the Department of Army Staff as Science Advisor to the Director of
Weapons Systems. He has worked on missile-rclated research and development
problems and projects associated with virtually every missile and rocket
system under MICOM cognizance. His contributions include numerous papers and
patents in guidance and control, such as the complete guidance system used in
the LAMCE missile, and major improvements to the HAWK miss’le system, includ-
ing the most recent improvement permitting multiple simultaneous engage-
mants, He has achieved national recognition for initiating and guiding the
-enter's highly succe:sful pioneering work in fiber optic guidance links for
wissiles, providing a revolutionary new countermeasurg-resistant capability
for finding and engaging both rotary wing and armored targets out of the
gunner's line of sight. Dr. McCorkle has long effectively champion 1 the use
of simulation techniques for missile design and analysis and initiated the
effort that led to MICOM's Advanced Simulation Center, a major natiunal
facility and key to a numher of successful missile development and improvement
programs .

In November 1980, Dr. McCorkle was selected for the dual role of MICOM
Technical Director and Director of the U.S. Army Missile Laboratory {now the
Research, Development, and Cngineering Center).

Dr. McCorkle holds a Pn.D. in physics from the University of Tennessee
and a B.S. in physics from the University of Richmond, Viivginia.
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James B. Odom
NASA HQ

Keynote Speaker

James B. Odom, who recently assumed the duties of Associate Administrator
for the Space Station, worked at Marshall Space Flight Center for more than 30
years, serving as Director of the Science and Engineering Directorate from
1936 to 1988 and prior to that, was Manager of the Hubble Space Telescope
Project.

At Marshall Space Flight Center, Mr. Odom has held many engineering and
management positiuns. He was highly involved in the development of earth
satellites and unmanned space probes before his assignment as Chief of the
Engineering and Test Operation Branch for the Second Stage of the Saturn
Vehicle. In 1972, he was appointed Manager of the External Tank Project in
the Space Shuttle Project Office. He became Manager of the Hubble Space
Telescope Office in 1983.

Mr. Odom graduated from Auburn University in 1955 with a BS in Mechanical
Engineering, He has received numerous NASA awards including the NASA
Exceptional Service Medal in 1973 for his contributions to the Saturn S-2
stages and the NASA Distinguished Service Medal in 1981 for his work in
developing the Space Shuttle and its successful first orbital test flight. In
1985, Mr. Qdom was awarded the Presidential Rank of Meritoricus Executive in
recognition of his contributions to both the External Tank and Space Telescope
Projects.
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John D, Weisz
Human Engineering Laboratories
LABCOM

Army Keynote Speaker

Dr. Weisz joined the Human Engineering Laboratory (HEL), Aberdeen Proving
Ground, Maryland in 1953 and was appointed Director of the Laboratory in
1957. The laboratory became the U.S. Army Human Engineering Laboratory, a
separate activity reporting directly to the U.S. Army Materiel Development &
Readiness Command (DARCOM) in Alexandria, Virginia.

The HEL has been designated as the L.ad Laboratory for Human Factors
Engineering Technology within Department of the Army and DARCOM Lead Agency
for Robotics and Military Operations in Urban Terrain (MOUT). The primary
mission of the HEL is to assure that Army materiel evolved conforms with the
capabilities and 1imitations of the fuily equipped soldier to operate and
maintain the materiel in its operational environment consistent with tactical
requirements and logistic capabilities. Or. Weisz has been very active in the
area of manpower resource. integration efforts in Department of Defense (DoD)
materiel development programs. He served on a special DoD study in 1967 and
helped write the first Army Regulation (AR 602-1) on this subject. He also
servad as a member of the Army Research Council which reperted directly to the
Assistant Secretary of the Army for Research & Development.

Dr. Weisz “ s authored numerous technical reports and articles in
technical journals in the fields of human factors engineering, psychosomatic
medicine, retardation, and experimental physiology., Dr. Weisz is also a
member of the National Research Council Vision Committee and the Acoustics
Committee; Sigma XI, and has served as President of the Northern MD Retarded
?ssoc;ation (NARC) and the Maryland Association for Retarded Citizens, Inc.

HARC) .

Dr. Weisz also has received a number of awards, among them are the Junior
Chamber of Commerce Outstanding Young Citizen; Outstanding Performance and
Superior Performance; DA Certificate of Achievement; Department of the Army
Decoration for Meritorious Civilian Service and the Department of Army Decora-
tion for Exceptional Civilian Service; Award of Merit as employer of the year
for employment of the Handicapped, State of Maryland: the DoD Distinguished
Civilian Service Award and recelved the first Leslie Simon Award presented by
ADPA.
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ARMY ROBOTICS PROGRAM EVOLUTION
6 June 1988
Dr. John D. Weisz
Director
U. S. Army Human Engineering Laboratory
Aberdeen Proving Ground, Maryland 21005-5001

ABSTRACT

This paper reviews the motivations for Army use of robotic systems and describes the
emergence of an important initiative in the development and application of robotics
technology for Army missions. Its principal focus is robotics for battlefield and support
areas.

Our involvement at HEL in robotics began in late 1980. At that time, I attendcd a
National Academy of Sciences review of robotics technology and its application to industry
and government.

Even at chis early date, it was evident that the Army could obtain enormous leverage
from this technology and that, perhaps paradoxically to some, the development of effective
soldier machine interfaces to these systems would be critical.

Paradoxically, because to sonie the word "robotics” implies no human interface; in
actuality, a critical requirement in the evolution of machines with the ability to pertonm a
diverse array of sophisticated functions, i.e., true robots, is a requirement for new methods
of human interface. This requirement exists because the existence of an effective human
interface:

spermits earlier fielding of robotic systems thru allocation to the human of those
functions not amenable to fully automated function;

» generally pennits a less operationally constrained use of the robotic capability;

sis crucial for maintgnance (smart maintenance for the sinart machines or there
may be no net gain);

«is critical to the acceptance of a technology which is in its infancy, and which
will frequentiy be associated with application of deadly force.

It is crucial to the realization of the true milisary significance of robotics that a variety
of interface approaches be developed and that full-time human control in a telepresence
mode not be the sole mode of interface.
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his variety of interfaces is necessary in order to realize major advantages from the

combat application of robotic systems (as opposed to subsystems such as tank
autoloaders). These advantages accrue from opportunities for:

sremote operation of the system as a means of improving the soldiers
survivability;

sproliferation of a group of expendable systems. Overlay on these conditions a
declining manpower pool, and you have a situation in which dedicated broad band
teleoperation of each system is neither desirable nor practical. Development of a class of
interfaces in which significant autonomy on board the machine enables low data rate
communications between soldier and machine entails an entirely new class of interface
issues, €.g., what is the most critical info to display from both temporal and spatial
sampling standpoints? The low data rate communication capability provides opportunities
to utilize robust low probability of intercept RF communication links which do not saturate
the portions of the spectrum which support non-line-of-sight communication. A three-
order of magnitude reduction in communication data rates is neccessary to move from the
data rates typically used for teleoperation to those supported by tactical communication
systetms such as SINCGARS.

Another conclusion I reached as a result of the early 1980 National Academy meeting
was that there was an experience base in NASA, the DOE labs, the National Bureau of
Standards, and in industry that was directly applicable to the Army’s nascent interests in
robotics. We have worked hard as a community to leversge these groups.

(VG #1: EARLY AND CONTINUING SOURCES OF LEVERAGE)

In 1981, I requested DARCOM Headquasters to assign HEL a lead role in robotics
technology. Our laboratory has had a long and very positive relationship with the Army's
user communitity in programs such as the Human Engineering Laboratory Battallion
Artillery Test series of experiments at Ft. Sill. Early in the robotics program, I saw a need
to develop a similar close tie with the user community. It was and is especially important in
the application of a virtually unprecedented technology such as robotics to generate a close
rapport with users of the technology. Thus early in 1981, I solicited GEN Don Stanty,
then CG TRADOC, to identify a lead agent for robotics within the Training and Doctrine
Command. GEN Starry identified the Soldier Support Center (MG French commanding)
as the lead, and we initiated a series of joint DARCOM/TRADOC Steering Group meetings
to perform technology assessments for robotics applications identified as having strong
user interest. This early working group met in 1982-1983 and helped precipitate a
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TRADOC initiative to form a General Officer Steering Committee for Artificial Intelligence
and Robotics.

(VG #2: MAJOR EVENTS IN PROGRAM EVOLUTION)

Other significant events occurring during this period included studies performed by
the Army Science Board, a major contract study performed by SRI for the Engineer
Topographic Laboratory, and some early demos of the capabilities of robotics for
mineclearing and ammunition handling

(VG #3: ROBAT)

The mineclearing activities were led by now retired Major General Bob Sunnel,
and the ammunition handling experiments were conducted by HEL and Tooele Army

(VG #4: RALS PROJECT.)

Depot, with assistance from Unimation Inc.

The studies identified a myriad (some 75) TRADOC interests in the application of
robotics technology. Thru this study and others by the NRC and ASB, consistent factors
emerged motivating Army applicatiorn. of the technology. Indeed, the next major ‘udy
cffort by the National Reserach Council captured these themes in its title "Applic® * nof
Artifical Intelligence and Robotics to Reduce Risk and Improve Effectiveness." Reference
to one of our current briefing charts reflects this emphasis.

(VG #5: ROBOTICS EXPLOITATION)

The critical requirement at this point was to select a manageable number of
demonstration projects and to put in place plans and funding to develop, integrate and
evaluate the utility of robotics technology thru demonstration projects and hands-on troop
experience.

The opportunity to perform this function came when LTG Bob Moore, then Deputy
Commanding General for Research Development and Acquisition, AMC and a former
MICOM conunander tasked us to draft a robotics investient strategy for the Army.

I'll review the strategy we proposed which LTG Moore, Gen Thompson at that time
our CG, and Gen Richardson, then TRADOC CG approved.
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As indicated above, there was no shortage of good ideas for the application of
robotics technology. If anything, there was and is a danger that pursuit of too many of
these ideas will lead to such fractionation of avaiiable resources that robotics will
experience a setback. Paramount in LTG Moore's mind was the establishment of a set of
protected programs which could serve as a focal point for the total program. We, jointly
with the recently formed Arnroyo Center component of the Rand Corporation, decided at
that time to make that focus telerobotic vehicles and telerobotic manipulators for logistics
operations. The rationale for this decision was that focus on these two groups of programs
would either utilize or lead to advancements in virtually every segment of the robotics tech
base in areas critical to the support of a large number of robotics projects in the future.

This lead then to the selection of three programs within the two areas of telerobotic
vehicles and manipulators:
TELEROBOTIC VEHICLES
TMAP and the Robotic Combat Vehicle Program

TELEROBOTIC MANIPULATORS
Field Material Handling Robot Program

(VG #6: PROGRAM EVOLUTION)

We proposed an initiative titled TMAP or Teleoperated Mobile Anti-Anmer Platform
as a near terin, multi-purpose platform which would initially be configured with light anti-
armor weapons. This program was proposed building on the BRL/ Giumman Ranger
experience to explore the low cost, low signature, expendable end of the telerobotic vehicle
spectrum. The intent was to couple the operator to the TMAP thru a wide band fiber optic
link. The teleoperated mode of operation was a key aspect of this system in that this was a
crucial safety related issue for a system configured with weapons. We recommended that
MICOM be given the lead for the TMAP portion of the overall robotics program in
recognition of their experience base with missile weapon systems, associated fire control
and fiber optic data links.

(VG #7: T™MD)

We are presently faced this year with some congressional language which required us
to a climinate a weapon as part of the TMAP. AMC and TRADOC HQ are due to brief the
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staffer who instigated this action on the Army's interests in robotics and robotic weapon
systems in the near future. .

With the exception of the weapon issue which has caused the deletion of the weapon
and a retitling of the program to Teleoperated Mobile Platform (TMP), the TMP program is
on track thru contracts managed by Sandia National Labs for MICOM. Two TMP
demonstrators are under development and will be provided in the fall of this year. Sandia
developed and demonstrated a small variant of the TMAP concept called Fireant. It
represented the ultimate in expendable systems.

(VG #8: Fireant)

The Fireant platform is destroyed in the process of shooting a large explosive-formed
penetrator warhead. The evaluation thru troop use of these platforms for roles in EOD,
battle damage assessment, forward observation, designation, etc. will be a major milestone
for the Army's robotics program. As a result of a 1986 Concept Evaluation Program test at
Ft. Benning, considerable attention has been focussed on the user interface to TMP,
particularly as regards low cost bt effective land navigation. Another key issue in the
TMP program is the capability to move beyond one-on-one teleoperation to some aspects of
one-on-many soldier control of multiple vehicles thru target cueing capability.

While TMP represents the low cost, near term end of the telerobotics spectrum, the
Robotic Combat Vehicle (RCV) effort focusses on longer term tech base developments,
permitting multiple vehicle control, in a mobility and mission package scase, untethered
operation and higher levels of mission autonomy. The two principal elements of the RCV
program are the Robotic Command Center and Tech Base Enhanced Autonomous
Machines (TEAM) programs. |

(VG #9: RCV TEAM System Features)

The TEAM program is one of two major LABCOM initiatives comprising a
cooperative laboratory program. This effort was motivated by a LABCOM HQ desire to
foster programs which would focus the tech base efforts of multiple lab= on areas of future
materiel development. Key thrusts within the TEAM program include command and
control of two robotic vehicles configured to permit realistic operational missions for
robotics, mobility and mission package control thru tactical radio communication links,
autonomous mobility over previously traversed routes, mission packages permitiing
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autonomous target acquisition, and in the future autonomous arget engagement when the
aforementioned certain congressional prohibitions are lifted regarding the use of weapons
on robotic combat vehicles. Itouched on the data rate issue earlier in the briefing, The
following slide is germane to this issue.

(VG #10: COMPARISON OF DATA RATES)

HEL has a lead role for the TEAM within LABCOM. As you can see, we have a large
number of participants in this effort reflecting the intention of utilizing the diverse
contributors I spoke of earlier in the briefing,

(VG #11: TEAM PARTICIPANTS)

The Robotic Command Center (RCC) effort is a TACOM initiative under the Robotic
Combat Vehicle (RCV) program. This effort concentrates on integration of a robotic
vehicle command and control capability into a volume compatible with transport on an
armored vehicle, specifially a variant of the M109 chassis.

(VG #12: ROBOTIC COMMAND CENTER)

The RCC houses three operator workstations, one for & commander and two vehicle
driver workstations.

(VG #13: RCCDRIVER STATION)

[t is configured to enable driving of robotic vehicles with substantial levels of
mobility related autonomy for functions such as road following. The RCC will be
Computer Aided Remote Driving (CARD) compatible. CARD, developed by the Jet
Propulsion Laboratory from techniques originally developed for Mars rover exploration
missions, enables the driver to visually observe and designate intermediate trajectory points
(via points) for the vehicle. The vehicle can identify and traverse a straight line path thru a
series of these points autonomously, assuming no unobserved or new obstacles appear.
After path planning, this capability will, over some types of terrain, provide a single
operator the ability to control multiple, simultancously maneuvering vehicles. In addition
to these functions, RCC will incorporate sophisticated mission planning and route selection
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software integrated with terrain database analysis capabilities. FMC, San Jose, is the prime
contractor for the RCC effort.

A major issue in the RCV program is the development and implementation of a
standard set of communication and interface specifications which will enable RCC and
TEAM, as well as other robotic vehicles, to be operated without requirements for multiple
command and control workstations.

(VG #14: SOLDIER CARRYING 8" PROJO IN THE MUD)

A second major area of importance for the application of robotics for the Army is that
of material handling functions. There ar¢ an enormous number of labor intense, in some
cases hazardous, manipulative functions embedded in combat, combat support and combat
service support functions. These include heavy lift for a variety of logistics and
engineering functions as well as dexterous operations performed at substantial risk to
members of the Explosive Ordnance Disposal community, A 1983 National Academy of
Sciences review of the application of robotics to the Ariny recognized the many application
potentials for robotics in the field environment by stating that robotic material handling
syst s would become as ubiquitous as the jeep in the future battlefield. In recognition of
this and the different issues tech base required to utilize robotics in the field environment as
opposed to the factory, an early decision was made to focus a major element of the Army's
robotics technology investment on manipulator sysiens.

The Field Material Handling Robotic Technology (FMR'T) project is the largest such
project. It is developing and integrating a wide variety of technologies such as servo
control, robotic sensing, safety, advanced computing architectures, manipulator design and
packaging into a robotic manipulator testbed of unprecedented capability.

(VG #15: FMRT SLIDE)

This system will be capable of autonomonsly acquiring and transferring at high rates
a variety of palletized workpieces. Both the FMRT and TEAM projecis are utilizing the
National Bureau of Standards' developed Real-Time Control System (RCS). RCS isa
well-structured architecture whose hicrarchical state table basis facilitates easy user
interaction at any of its levels. Use of the RCS leverages over $20 million dollars of Navy
investment. The RCS architecture has been adopted by NASA as a standard reference
model. HEL, for LABCOM, Tooele Army Depot, the National Bureau of Standards,
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Belvoir RD&E Center, and Martin Marietta, Baltimore (the FMRT prime contractor) all
have participated roles in: the development of FMRT.

The FMRT testbed is specifically designed to enable the Army to evaluate efficiency
increases realizable thru the development of logistics workcells. Technology products from
the FMRT program will be applicable to a wide range of field oriented and industrial
robotics development efforts. One example of this is the sensor-equipped end effector,

(VG #16: FMR-X TESTBED END EFFECTOR)
This unit will be adapted to new forklifts permitting autonomous pallet acquisition
(VG #17: UNIVERSAL SELF DEPLOYABLE CARGO HANDLER)

One can easily imagine the use of this technology with industrial equipment in a
loading dock upload or download scenario. In this sense, the Army program not only
draws from, but contributes to, U. S. industrial competitiveness.

FMRT testbed is scheduled for FY89 completion.

DARPA has initiated a program titled "Advanced Robot Manipulator System
(ARMS)" which performs much the same technology development and integration function
tor dual-arm dexterous manipulation that the FMI'T program is performing in the heavy lift
domain,

(VG #18: ARMS

This presentation is by no means exhaustive of the robotics programs being pursued
within the Anmny or for that matter other worthy programs in the other services. It has
described a group of projects that the Army has singled out for eraphasis and the
motivations for their selection, With the developiment of TMP, we will have the
opportunity to place soine of the carliest products of this program into the field for rigorous
woop testing, Machines such as the FMRT and RCV's represent the next wave of
opportunities in which truly intelligent machines capable of a wide variety of independent,
sophisticated functions will be available for evaluation with troops in the field cnvironment.

In conclusion, we are rapidly nearing the time when it will be possible to test many
of the asscrtions made regarding the application of aobotics to key Army missions. If one
stands back and looks at these concept devslopments from a broader point of view it is
clear that we are preparing fora series of experiences with an embayonic technology which
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will have a major impact on our defense in the aggregate, and in a very direct way, for the
soldier of the future.
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Steve Bartholet
Odetics, Inc.

Plenary Speaker

Steve Bartholet conceived and managed the construction of ODEX I, the
six-legged walking robotic demonstrator for which he and Odetics, Inc. hold
patents for the leg mechanisms. The Odex I was built as a technology demon-
strator and resource base for future intelligent machine system develop-
ments. Each of the six legs has three degrees of freedom. The total of 18
d.o.f. must be controlled in real-time through algorithms for the 6 legs,
which share overlapping work spaces.

A+ "Robots 11" in April 1987. he was presented the First Annual Jean
Vertut Award for Excellence from Robotics International.

Force-component isolation designs were invented by Mr. Barthelet for the
ODEX I legs. Each of the six legs weighs 50 pounds, including motors, gears
and all sections. The 1ift capability of each leg is 45 pounds in any posi-
tion. The computing power of the ODEX greatly simplifies the man-machine
interfaces. The teleoperator deals only with high-level comminds for mode of
operation, selection of parameter boundaries, and driving of the body of the
ODEX through a rate-control joystick. The teleoperator can similarly take
contrel of any leg and operate it as an arm. The legs are urder state-of-the-
art closed-loop, continuous path trajectory management. Yet, the new advances
in embedded computer control represented by the ODEX result in smooth, rapid,
and continuous motion.
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M. Carl Ziemke
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ABSTRACT

Sometime near the middle of the next decade, the United States Space Station will achieve initial
occupancy. The crew of the Space Station (SS) will have to perform three major groups of tasks.
These are normal station-keeping tasks, assistance in completion of SS construction and scientific
experiments. Obviously, such a range of tasks requires great flexibility and adaptability. Such
capability is only achievable by the use of highly trained crews. However, each succeeding estimate
of initial $S crew size seems to become smaller, Currently, crew sizes of six to eight are being
discussed.

The SS crew will have to perform tasks in two environments: EVA {Extra-Vehicular Activities)
and IVA  (Intra-Vehicular Activities). The IVA tasks are assumed to include the most intricate
operations because they will be involved in most of the scientific activity.

To extend the capability of the limited initial SS crew, it is planned to use telenperated
robots with dextrous manipulators. These robots must perform tasks devised such that the human crew
can replace the robot in case of equipment failure. If large scale augmentation of the capability
of the SS crew is to be achieved with robots, some or most of these robots must be of the two- armed
type.

Kader Robotics has designed a unique dual-arm robot that is particularly well-suited for use in
the confined spaces of the Space Station. This paper describes the characteristics of this robot.

1.0 INTRODUCTION

The number of industrial robots in use throughout the world totals in the tens of thousands.
It is very safe to state that the great majority of these robots are of the single-arm type. There
is a very good reason for this fact. These industrial robots perform repstitive, pre-programmed
tasks. Usually, the workpiece is positioned and held by other devices or fixtures. The robot need
only perform 3 simple function such as bringing a welding electrode to 3 given location,holding it
briefly in place and then retracting it. It is believed that there will be rather 1ittle of such
work requirements inside the Space Station. Instead, there will be a need to assemble and
disassemble machinery and scientific equipment and perform delicate, precise tasks assoaciated with
microgravity and other experiments. In other words, much of the work will be the kind performed by
a skilled workman using both hands.

The SS crew will need to be aided by two armed robois. Also, these robots will need to be
accurate and dextrous. Thkere have been earth-based needs for such robots in the past and muych can
be learned from their development.

2.0 TWO-ARMED ROBOTS ON EARTH




Two areas of early two-armed robot development are within the nuclear industry and on submer-
sible work vehicles 12, 1In the case of the nuclear industry, considerations of radiatior hazards
required that numerous intricate tasks be performed without the direct use of human hands.
Initially, this was accompl!ished through use of the un-powered (human-powered) master-slave maniou-
Istor system., In this system, a near-remote pair of dextrous manipulators .s operated through
mechanical Jinkages by an operatnr whose own hands and forearms are encased in a si ilar set of
"master" manipulators. This system was successtul for light tasks performed only a few feet away
from the operator. For heavier, more remote tasks, a power-bousted system was developed.3

In undersea work, it is often advisable to perform complex and unstructered tasks with & suber-
sible work vehicle that is equipped with two or more manipulator arms. A third or "grappler” arm
may be used to hold firmly to the workpiece to deal with undersea currents. Thus the two dextrous
arms will be free for work furctions. Underwater manipulator arms operate with certain disadvan-
tages. Water pressure on seals and joints would make manually operated arms hard to manipuls- 2.
Thus remotely powered arms are almost mandatory. However, the worksite can be directly viewed from a
close distance, making control somewhat easier.

3.0 SPECIAL DEMANDS OF THE SPACE STATION

Some aspects of the Space Station (SS) have been r antior °d earlier herein: There is a ngec to
augment and amplify the work capabilities of a modest SS crew for tasks both inside and outside of
the habi%at. However, it is not believed practical to achieve these goals throu~h use of a fg\ly
autonomous two-armed robot, Such a robot would likely need -o have a certain amount of mobility
such as along a rail, within a given work area. It is quite possible that an SS crew member would
need to be within the same module as the robot. The conseguences of the m..functicn of & ,ast,
powerful robot under these circumstances may easily be imagined. Thus the consensus of NASA plar-
ners is that the first generation of space robots will be teleoperated types.

By definition, a teleoperated system involves a human in the contr 1 loop. As has just ?een
stated herein, this is a function of the need to avoid the hazards of a fully autonomous pob11e
robot. The question may arise "how can such an arrangement of one crew member pef robot Tncrease
the capability of the 3S crew ta perform tasks?" There are several answers to this question. For
example, the Space Station will feature an unpressurized module to receive and store propellants and
other hazardous materials. If this module was directly serviced by a space-suited ¢rew member, the
work would be slow and cumbersome as well as hazardous. A teleoperated robot would be ideatl for
such work.

Regarding crew amplification by use of teleoperated robots, this caq be obtaiqed by the addition
of intelligence to the teleoperator conirol system. In this manner, a library of instructions fOf
the performance of common tasks or task elements can be developed. The operator can select tooling
and guide the robot manipulators to the precise worksite. Then the robot can be commanded to per-
form a pre-programmed task while the operator does samething else, such as directing a secand robot,

The vltimate of adding intelligence to teleoperated r~obots will occur when ar?ificia\ intells-
gence (expert systems} are incorporated into the contra! loop.g With fhis capability, the robet can
locate the worksite and perform the classic“peg in hole" type of operation,

1t should be obvious that advanced teleoperated roubots will be costly items. Howewver,

recent estimates of the cost of S§ crew Work time are that 1t will cost at least SZQ,OOOIhnur. Thus
a generous "robot budget’ is indicated. Another factor here is the decision‘?o perform a variety of
microgravity expariments aboard the Space Station, This wWork wi?l.prebab1¥ anc}ude 11m1ted wanyfac-
ture of products. It is now known that some of these operations will require mncrograv?ty accelery
tion environments of 108 G or less., it iz impossible for a human to work in close proximity of such
low acceleration environments without disturping them. Thus use of & specialized robot is mandatad
here,

4.0 THE KADER DUAL-ARM ROBOT

The Kader Robotics Corporation (XRC) has been a supplier of custom rabotics sytems to NASA for
several years. When the need for a two-armid space robo* began to te dufined, KRC designers con-
sidered the existing two-armed robot designs such as those in the nuclear and underwater service
industries described e rlier herein, If a single robot is te have two independent arms, 'h?y could
be mirror images of each other. as with the human body. \Alternative1y. the tw? arms cog\d e ider-
viral, w.ich simplifies bot . desigr and the stacking of spare parts. The KRC “dual-ar+" obot oo
cept uses reither of .hese traditional approaches.




The KRC dual-arm robot employs arms of unequal length wherein the waste joints rotate about a
common axis (Figure 1). This approach reduces a problem common to two-armed robots, namely
interence between the movement of the arms. Another advantage of unequal length arms is that the
shorter arm {secondary arm) can pass through the longer one (primary arm), thus allowing the secon-
dary arm to work abuve or below the primary one. This capability is better seen in Figure ?. The
U-shaped upper segment of the primary arm is open to passage by the secondary arm, which can be
shortened by employment of a telescoping forearm section.

4.1 METHODOLOGY OF DESIGN

A major consideration in the design of the KRC dual-arm robot was the anticipated end use in a
space vehicle or orbiting stalion., It was understood that the final hardware would have to be
lightweight, reliable, easy to service and repair and also highly versatile, given the wide variety
of anticipated tasks, both planned and unplanned.

Early attempts to formulate dua) arm systems posed many problems, among which collision
avoidance and computational linearity were the most severe. Comparison and analysis of the arm
kinematics in real time, plus inverse kinematics and reaction dynamics posed massive problems. Some
analytical projection of the leading edge of the end effectors was predictable. However, when the
end effectors were made interchangable and the workpierne variables were introduced, i* became
necessary to utilize additional sensory elements and to reduce the angular mechanics of the manipu-
lators.

One solution contributing toward reduced complexity in control algorithms and in cot putational
Vineari1ty was the decision to eliminate the traditional elbow joint in the arm design. This is made
possible by substituting linear extension of the forearm. This design resulted in the eliminatiun
of jerking during arm movement, a problem common to coventional “elbowed” manipulator arms,

The decision to have both arms rotate about a common base has advantages beyond collision
avaidance. For example, this concept reduces the amount of backlash and deflection as compared to
dual arms that do nol have a common base. Other consideratiors o this line of thought were to pre-
load all joints and to design structural members for minimal deflectior under load. This genera)
aoproach results in improved accuracy and repeatability of movement, which is very importani when
performing dextrous tasks in a manner that mimics human capability.

4.2 VERIFICATION BY STMULATION

The dual-arm manipulator concept-machanics, by their nature add some complexity to the contro!
logic. Individual manipulator arm control can no longer be addressed as a simple single kinematic
anvelope. Relationships of one manipulator to the other, and, in the case of the XRC dual-arm
rabot, passage of {he secondary arm, become control conderations. Kader Robatias Corporation
realized that the latest anzlytical tools should be employed to verify the operating concepts and
control mathematics for the dual-arm robot. Therefore, KRC funded & graduate student (Nsueh Min
Chang) at the University of Alabama in Huntsville (UAH) to derive forward and backward kinetinsg
equations for the advanced dual-arm manipulator (ADAM) and Jemonstrate the uperation ¢f the robot
on a color video screen,

The simulation of ADAM motion was developed as a U language program which was based on the
method of coordinate transformation for describing robot kinemntics in the IRIS 3270 Graphics
System. IRIS is a registered trademark of Silicon Graphics Company, Mountain View, Califarnia
94034, Using this equipment, visual aids were developed that permitted viewing the motion of the
robat from different positions and angles. These include views from the top, hottom, frant,
back, right and left sides, together with 200m capability. The calor video display of the motinn of
the ADAM arms served to verify the cintrol equations as well as to demonstrate the unique featurps
aof this robot, including the ability to pass one arm throuagh the other. With turther dovelppment,
this simulation could serve as a training aid for future operatars of KRC dual-arm robots.

4.3 THE ASTROBOT CONCEPT

This paper deals primarily with the use of the XKRC duai-arm robot in a Space Station IVA
environment. This is not to say that the concept would not be equally desirvble to perform 3 wide
range of anticipated SS tasks within EVA. In fact, XRC has desigoned a ‘eree-flying teleaperated
mylri-grm robatic vehicle to service the exterior of the Space Siation, Such a vehicle is shown in
Fraure 3, Tt could retrisve satellites as well as perfarm a variety of caintonance ang 1+ pair
*agvs. As such, it could supplement fixed base SS FVA telerabots such as the Canadian Nobile
Serviging System (CMSS) ur the Human Occupied Space Teleop watar (KNST). &
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5.0 CONCLUSIONS

-

The KRC dual-arm robot concept offers the following advantages for use in Space Station TVA
operations:

o Compactness
5 Versatility
o Simplyiied Control
¢ Accuracy and Repeatability

This basic rcbot geometry can be used & major building block in an evolutionary space
telgoperator system that will initially require considarable human supervision byt can later be
upgraded by the aiddition of artificial intelligence to greatly increase the work output of Space

Station crews. In tihis way, the huge financial investment in the Space Station can be well-utilizeg
without the high cost and risk associated with the maintenance of large SS crews.
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ABSTRACT

In order to maintain a microgravity environment
during Space Station operations, it will be necessary to
minimize reaction forces. These mechanical forces will
typically occur during reboost, docking, equipuwent
operation, Intravehicular Activities (IVA) robot
operation, or crew activity. This paper focuses on those
disturbances created by an IVA robot and its impact on
the Space Station microgravity env.ronment. The robot
dynamic analysis that was used to generate the forcing
function as the input into a finite element model of the
U. S. lLaboratory will be shown. Acceleration levels were
determined through analysis and have shown that a robotic
system can sustain reaction forces into the station below
1074 g. A comparison between IVA robot effects and crew
motion eifects on the low-g environment is also
described. It is concluded that robsot trajectory shaping
and motor accelerations feedback can minimize reaction
forces.




1.0 INTRODUCTION

The development of a microgravity materials processing
cavability within the Space Station United States Laboratory (USL)
will provide the United States and its partners the opportunity to
perform significant research leading to the commercialization of
space processing. The major resource in space being the
microgravity environment, establishing and maintaining a low
gravity is a major requirement and dictates the placement of
mechanical equipment and the operational procedures in order to
minimize disturbances to such a facility. In order to manage and
sustain such an environment, a highly automated and tightly
timelined facility would be a wviable solution. Also, because a
majority of the maverial processing experiments require crew
interaction, some form of automation and robotics will have to be
incorporated into the design of the space station to achieve this
requirement.

Teledyne Brown Engineering (TBE) is conducting a User Needs,
Benefit, and Integration Study under contract to the NASA Lewls
Research Center. A part of this effort was to quantify the
effects of microgravity manipulation in order to characterize the
attributes of the robot manipulator. Initially, an assessment of
Space Station user's automation and robotics needs was made in
order to identify user sensitivity to g-level and maximum robot
disturbance to the Space Station microgravity environment. Ground
rules and assumptions were developed in order to set the ground
work for the analysis and to have traceability. A kinematic and
dynamic model of a typical manipulator was then developed in order
to obtain a forcing function to be used as input to a Space
Station mocdule NASTRAN model. The NASTRAN model was based on a
Space Station phase 1 configuration. Two load cases were examined
and the results presented in graphical form.




2.0 IDENTIFICATION OF WORST CASE ROBOTIC MANIPULATION

Based on a survey of Space Station users' experiment operations
and an assessment of the level of robot manipulation (References 1
and 2), TBE identified two experiments that are feasible
candidates for robotic manipulation and represent two extremes of
disturbance.

Protein Crystal Growth was identified as a specimen handling
experiment that required less than 100 micro-g acceleration (<1074
g). This crystal growing process produces a sample that must be
moved at very low accelerations. A robotic system would play an
important role in transferring the sample, which is grown in a
liquid, from the growth chamber to a characterization facility
without submitting the crystal to hydrodynamic forces that could
destroy the fragile structure.

The Large Bridgman Furnace (LBF) was identified as the specimen
handling experiment that would cause the greatest disturbance to
the Space Station microgravity environment during sample
changeout. A large Bridgman experiment weighing approximately
1800 kg must be translated for sample removal. There is no low
acceleration requirements for this canister; however, if a robot
system were to move and/or manipulate this hardware, the potential
for large reaction forces into the station could effect the
quiescent environment needed by the microgravity experiments.

The Large Bridgeman Furnace Experiment as a worst case specimen
handling experiment was chosen t¢ be analyzed in further detail.

3.0 GROUND RULES AND ASSUMPTIONS
The robot arm kinematic model was derived using inverse
kirematics (Reference 3) and assumed that the three wrist axes
[pitch (@43), roll(ds), and yaw(Dg)] would be stationary ducing LBF
manipulation.
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The robot arm dynamic model was derived using Lagrangian
mechanics and was based on published information on dynamics of a
PUMA manipulator (References 4 and 5). Gravity load terms were
neglected due to operation in space and ignored inertia coupling

because of the assumption that the response time of the joint

servos decreases monotonically with increasing joint number.
Because the manipulator will operate at low speeds for safety
reasocns, centripetal and coriolis forces were also neglected.

Masses and dimensions of the Space Station were obtained from
the Space Station Pressurized Volume Utilization Study (SSPVU)
(Reference 6). Also a detailed finite element model of the common
U.S. module was used to derive the physical properties of the
pressurized modules. This detailed module model was fixed at one
of its berthing mechanisms while unit axial, lateral, and
torsional loads were applied at the free end. The resulting
displacements provided beam equivalent component stiffness. These
values were then further factored by the module length and
material elastic modules to provide the equivalent cross sectional
area, moments of inertia, and torsional constants. All of the
pressurized elements except the nodes are assumed similar in
geometry and material composition and are, therefore, modeled as
NASTRAN BAR elements that use the equivalent element properties.
All pressurized element masses are assumed to be evenly
distributed aloag thelr respective longitudinal axes. Endcone
stiffness characteristics are covered by varying the berthing
mechanism stiffness.

While two basic types of mechanism (rigid and flexible) are
possible, it was assumed that "flexible" mechanisms would be
present for buildup/alignment purposes only. Thus, for this
study, it was assumed that the berthing mechanisms were "rigid."

The nodes are modeled differently from the other pressurized
elements. The radial berthing mechanisms on the nodes stiffens




the node in the radial direction. These nodes are therefore
modeled as frames with a BAR element running along its
longitudinal axis and perpendicular BAR elements extending from
the node center to each radial port. The main longitudinal beam
elements are equivalent to those in the modules, while the radial
port beam elements are assumed to be twice as stiff in all
directions.

To correlate systematically the effects of Station
configuration & 1 robot orientation with microgravity disturbances
inside the USL, the two load cases used the main truss and
interface truss models.

The Station configuration consists of tlie main truss, interface
truss, and the manned core arranged as shown in Figure 1. For the
robot load cases examined, the robot was located at grid points
126, 100, and 588.

Several factors influence the response of an experiment inside
the USL resulting from IVA robot activity. These factors include
1) Station mass, 2) Station center of gravity, 3) distance of
disturbance to center of gravity, 4) distance of experiment to
center of gravity, 5) Station mass moments of inertia, 6)
disturbance frequency, 7} local isolation, 8) structural damping,
and 9) berthing mechanism stiffness. The first six factors are
incorporated in the models. The effects of local isolation, either
at the disturbance or at the experiment, is not quantified in this
study. A proper active isolation system (with feed-back control
logic) would, however, tend to diminish the effects reported in
this study.

The inability to assign values to berthing mechanism stifiness
or the structural damping factor with an acceptable degree of
probability required the analysis to include a parameterization of
these variables.




4.0 KINEMATIC ANALYSIS
In developing the equation of motion for the PUMA robot arm,
the first step was to set up the appropriate coordinate system at
each Jjoint and at the base. In Figure 2 the PUMA arm is shown
with coordinate frames assigned to the links. The parameters are
shown in Table 1.

The A matrices for the PUMA arm are:
se— ———

C1 0 -S1 0

S1 0 Ci 0
Ay = (1)
0 -1 0 0




where St refers to sin(@t) and Ct refers to cos(@t).

In order to control the manipulator, we are interested in the
reverse problem, that is, given the x, y, and z coordinates of the
end effector, what are the corresponding joint coordinates?

We may first obtain Tg from the traditional approach to solve

the matrix eguation:
Te = Ay * Az * A3 * Agq * Ag * Ag (7)
The inverse kinematic relations can then be derived for each joint

angle. The first joint angle is obtained by matrix equality for
the following equation:

A"l * T = Uy = Ap*A3*Ag*As*Ag (8)

The value for @1 can be obtained by equating the 3,4 elements from
(8) resulting in

@1 = tan~l(py/px) - tan-l{ds/(r? -d32)1/2) (9

where: r = % (px? + py?)1/2 (10)




The value for @3 can now be cobtained by equating the 1,4 and

2,4 elements from (8) resulting in

@3 = arc tan az/-dg - arc tan d/(e - d?)1/2 (11)
where: d = lelp + f212p -d24 -a?3 -a%;
e = 4a2za?; + 4ayd?,
fi1p = Cipx + Slpy
fizp = -pz

The value for @2 can now be obtained by using the following A
matrices inverse and equating the 14 and 34 terms.

A3"1 * A?_"l * Al-l * Te = Ug = Rg * Ag * Ag
@3 can now be obtained:
@2 = @23 - 23
where @23 = arctan (wzfiip - wipz) / (wifi1p + w2pz)

W1l = azc3 + aj
wz = dg + azsj3

5.0 DYNAMIC ANALYSIS

The simplified equations for the effective inertias as
described by Paul (Reference 4) were derived for the manipulator.
A discussion on the justification for elimination of inertia
coupling, centripital, and coriolis forces are discussed in
following paragraphs.

It was assumed that the response times of the joint servos
decrease monotonically with increasing joint number. The joints
then act in an uncoupled manner and it is not necessary to
calculate inertia coupling torcques. Centripetal and coriolis
forces do not cause servo instability but only lead to position




error offsets. These offsets occur at high speed, which will
normally not be the case for an IVA robot.

We are interested then in the effective joint inertias, while
ignoring gravity loading torques, due to the fact that operation
will be conducted under free fall conditions. 1In simplifying the

equations for inertias we will employ significance analysis. We

will drop as many terms as possible in the expression for the
inertias such that the final result is within 10% of the correct
value.

The joint inertias are functi<ns of the masses of the links and
the radii of gyration. Actual values for the masses and radii ot
gyration can be c¢®tained through measurement by using the
functional form of the simplified equations we have obtained.

This can be done by driving various joints at given torques and
measuring the i(esulting accelerations for a number of different
configurations of the manipulator. The resulting set of equations
can then be sulved for the masses and radii of gyration. We have
estimated velues for these based on an examination of the
manipulator. This was primarily to determine those values which
could be realistically set to zero in order to simplify the
equations.

The dynamics equation for a manipulator may be obtained using
Lagrangian mechanics

Fi = X Dijqj + Iaiqi + ZX Dijkqigk + Dy (15)

Where
Fi torque or force acting at joint i
qi ith joint variable
ai.qai velocity a.d acceleration, respectively, of joint
variable i.
Dii,Dij effective inertia and coupliny inertia.




While ignuring all other forces excupt effective inertias,
equation F4i reduces to:

F1 = Dii = I mp {[n?pzk?pxx + 0%pzkZpyy 1 a2pzknzz] + [PdiPdj]
* 2[Prp(Pdy x Pdj) ]}

The calculations of the inertia torques are obtained through
the use of homogeneous transformation A matrices for the arm and

were given in the kinematic analysis section eguatinns (1)- (6),
and the radii of gyration kzg and .elative link masses are given in

Takizs 2 and 3, respectively. Because we are only interested in
reaction forces at the base (joint 1) the :ffect inertia was found
to be:

Djg=a+b+c+d
where:
= (my * kiyy)i

mz * {[kaxx * (s2 * s2)] + [kayy * (c2 * c2)]
+ [(az * ag) * (c2 * c2)]
+ {2 * x2 *az * (c2 *c2)l}

m3 * {[kzxx * (s23 * s23)]
(k3zz * (c23 * cz3)]
(ds * d3)
((az * a3) * (c2; ¥ ¢23)1]
[(az * a2) * (c2 * c2)]
(2 * ag ¥ aa * c23 * ¢2)
2 * z3 * [(ag * c23 * 823) + (a2 * C2 * s33)1})

masstotalg * {[kaxx * (823 *3923) * (cg * ¢ ]}
(kqyy * (c23 * c23)]
[kqze * (823 * 823) * (s¢ ™ 84)])
(dy * d3)
[(dg * S23) + (a3 * c23) + (az * cz) ]
[{(dq * 823) + (a3 * <33) + (a2 * c2)]
[(2%ya) * (dg * s23) + (a3 * c23) + (a» * ¢2) * sz23)})




masstotaly = mass of link 4 plus the payload (which is the
LBF) .

It was assumed that joints 5 and 6 remained fixed during
manipulation »f this large mass and, therefore, ter.as Dgg and Dsg

were ignored.

6.0 NASTRAN MODEL

The Space Station finite element model f- >m Reference 6 was
exacuted on a VAX 11/780 computer. The NASTRAN model that was
used in Lhis analysis was based on Space Station configuration 1
using a transient forcing function input developed by a robot arm
and crew member

The mases properties for configuration ! are given in Table 4.
The total mas= of the Star ‘on is approxinately 150,000 kg v.th the
ce: ter of gravity lccated within node 2.

The sixth flexible mode (£12) involves a significant rigid body
rotation of the manned core. The larger inertial mass resisting
the rotation accounts for the lower frequenciss for the
configurations with the Life Science Module. The first mcde in
which the module cluster participates is approximately 2.0 Hz for
the 100% and 50% berthing mechanisms stiffness cases, and 1.6 Hz
for the 10% case. These values are well above the operating
ranges of the rohot indicating hat the manned core will tend t>
behave as a rigid body during robot manipulation.

The fundamental frequency of the Station is 0.622 Hz, which
falls within the lower region of the entire ouperating range of the
IVA robot during the initial analysis. For the Robot arm
manipulation belsw this frequency, the entire Station exhibits a
rigid body mode of response.




7.0 LOAD CASES
The load cases of both a robot arm and a crew member
manipulating the LBF were evaluated. In the case of the robot arm
manipulating the IBF, we looked at three different path
trajectories. They consisted ¢f planar motion in purely x, purely
y, and through all three planes. 1In the case of crew

manipulation, we assumed that the furnace was moving at a velocity

0¥ 0.154 m and the facility came to a stop by a crew applying an
opposing force coupled between himself and the Space Station.

The effects of structural damping are significant only when the
disturbance frequency coincides with a natural frequency of the
station. Structural damping will reduce the amplitucdz of the
response to the disturbance in the neighborhcod of these natural
frequencies. The IVA robot operates from 0.004 g to 1.3 x 106 g,
and its corresponding operating frequencies lie between O Hz and
0.743 Hz (see Section 2.4). The Station configuration contains
natural frequencies down to 0.622 Hz. This mears that the
structural damping factor plays an important part in the amplitude
cf the disturbance at the higher operating frequencies of the IVA
robot.

The Space Station berthing mechanlsms represent the primary
lcad path for disturbance transfer from one Station element to
another. Because of thils, their stiffness characteristics are
significant factors in experimenrt excitation response. Berthing
nachanism stiffness data were not readily available, nor were
there sufficient data to calculate accurate stiffness values.
Consegquaently, a range of values (100%, 50%, and 10% of the module
stiffress) was chosen that would cover the gctual stiffness when
its design is more clearly defined. These values were applied
parametrically to each of the Station configurations and their
respactive load cases.




8.0 RESULTS

The transient response analysis was performed using the forcing
function generated by the robot arm manipulating the LBF. The
forcing function was input into the Space Station NASTRAN nmodel to
obtain a dynamic response in association with acceleration
disturbances throughout the USL.

The robot arm forcing function was developed by giving the
kinematic model starting and end points in x-y-z coordinates of
the trajectcry and the required velocity. The dynamic model
program then calculated time and acceleration to complete the
task. Joint motor accelerations were then calculated, which
resulted in reaction forces at the base of the robot. The forciag
function generated at the base of the robot by purely x and y
planar motions of the end effector are shown in Figures 3a and 3b,
respectively. a third trajectory was developed using an end
effector trajectory through all three planes and resulting forcing
function shown in Figure 3c.

Purely x and purely y forcing functions were then input into
the Space Station NASTRAN model with the results of the accelera-
tion disturbances shown in Figures 4a, 4b, 4c¢, 4d, 5a, 5b, 5c, and
5d for the {irst two cases mentioned above at grid points ot
interest.

Apother forcing function case was then generated using a shape

optimal trajectory to represent a more sinusoidal function, which
resulted in a disturbances to the station at an acceptable level
for experiment operation as shown in Figures 6a and 6b.

Figures 7a, b, 7¢, and 7d illustrate the effects of the crew
50 lb¢ forcing function applied at gri¢ point 126 over a period of
three seconds to bring the LBF to rest. It <an e seen that the
level of disturbance seen by the station after the force is
applied does not exceed 15 micro-g's (15 x 1079).




Based on these results it is apparent there is two different

frequency responses spectrums. A relative constant low frequency

response around 0.70 Hz was generated from all the forcing
functions, which is just above the Svace Station fundamental
frequency (0.623 Hz).

The sinusoidal forcing function generates a variable frequency
response which is a function of the magnitude of the forcing
function input. This response produces a lower frequency which
decreases with decreasing force amplitude.

The results also show that the microgravity acceleration
response levels range from 1.3 micro-g's to 0.004 G's and are a
function of profile and method of disturbaiice input to the NASTRAN
model.

The forcing functions applied in these cases assumed no type of
isolation system at the base of the robot arm. This produces
accelerations and displacements to the space station of much
greater magnitude that would probably actually been seen in the
operational Space Station configuration. 8o when taking into
account the stiffness of robot mounting hardware to the Space
Station, preliminary results have shown that robot manipulation g-
level disturbances decrease as much as 100 times.

9.0 CONCLUSIONS AND RECOMMENDATIONS

Based on reaction forces from th2 robot base torques, the robot
should not operate as a function of end effector velocity but on
base torque measurements. The disturbances generated by the robot
when the end effector maintained a certain velocity exceeded the
microgravity envelope desired. A sinusoidal forcing function
comparable in magnitude resulted in almost two orders of magnitude
less acceleration disturbance. This implies that the robot should
not necessarily take a straight line trajectory, but a shaped
optimal trajectory that would minimize reaction forces at the




base, given efficient space. It is also suggested that the robot
controller transfer function should use motor acceleration
feedback and mass distribution as the feedback paramaters instead

of a function of end effector velocity for the case studied.
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TABLE 1.  Link Parameters

UNK; 1 VARMBLE o a d

61 9 0 0
Q2 0 az

80 a d
O3 3 3

0,=17.000 8 = .75
Gx 4937 dg= 1200

TABLE 2.  Radil Of Gyration

2 2 2 2
Lnk |2 o) [y ety | Ky lem)

1 451 451 579
2 565.7 1847 1408
3 672.8 679.1 as

TABLE 3.  Relativa Link Mass snd First Momonts

Link p'(';?‘z)"" T em |V tom ¥ om Relative Mass
1 1810 0 0 8 225
2 4408 2.8 0 2178 773
3 2070 o | o 218 363

TABLE ¢. Space Station Msas Proparties

Property

MASS 1.456408
e 1198407
tyy 1.84E40%
le2 2476407
X (RE1]
Yy a.r82
tog s
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ABSTRACT

This paper will address the need for an automated Protein
Crystal Growth experiment on the Space Station and how robotics
will be integrated into the system design. This automated
laboratory system will enable several hundred protein crystals
to grow simul*aneously in microgravity and will allow the major
variables in protein crystal growth to be monitored and con-
trolled during the experiment. Growing good quality crystals
is important in determining the complete structure of the protein
by X-Ray Diffraction. This information is useful in the research
and development of new medicines and other important medical and
biotechnological products.

Previous Protein Crystal Growth Shuttle experiments’indicate
that the microgravity environment of space allows larger crystals
of higher quality to be grown, as compared to the same crystals
grown on the ground. 1It is therefore important to have a lab-
oratory in space where protein crystals can be grown under care-
fully controlled conditions so that a crystal type can be
reproduced as needed.

1.0 INTRODUCTION

Proteins are found in all living tissue. Knowing the structure of certain pro-
teins is important in the research and development programs of the medical and other
biotechnical fields. Figure 1 shows the protein, Canavalin, in solution.

Once a protein crystal is formed, its structure is determined by X-Ray Diffrac-
tion, thus growing good quality crystals is important in this process. Crystals
grown in a ground based laboratory are affected by convection currents in the pro-
tein droplet produced by gravitational fields. These convective currents can be
controlled under microgravity conditions.1

Preliminary studies indicate that microgravity can improve crystal homogeneity
and decrease the number of defects in crsytals. An experiment that flew on Space-
lab 1 by Littke and John showed that space grown protein crystals are considerably

1. Bugg, Charles E., DeLucas, Lawrence J., and Suddath, F. L., "Preliminary Inves-
tigations of Protein Crystal Growth Using the Space Shuttle," University of
Alabama in Birmingham, 1985.
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Figure 1. Canavalin Protein Crystals in Solution

larger than crystals grown under the same conditions on the ground.2 Since Spacelab
1, a hand-held protein crystal growth facility was flown in April, 1985, which pro-
duced the largest, highest quality crystals grown thus far.3 These results have
onlv strengthened the belief that major benefits can be gained from growing protein
crystals in microgravity.

1.1 Techniques for Growing Protein Crystals

There are several techniques of growing protein crystals. They are listed as
follows:

1. Vapor Diffusion - “Fanging Drop Method" - Water vapor is transported from
a protein droplet (20 uL) by difference in vapor pressure when the drop is placed
close to a larger volume of precipitant solution (2 mL). As the water‘evaporatés
the protein concentration increases initiating the formation of a crystal.

"Sandwich Method"” - A chamber is divided into three
sections by two semi-permeable plates. The protein droplet is placed between the
two places with air on one side and precipitant solution on the other side.

2. Liquid Diffusion - The protein and precipitant solutions are brought into
contact with each other and are allowed to mix by diffusion.

2. Littke, W. and John, C., "Protein Single Crystal Growth Under Microgravity,"
Science, 225, 1984, pp. 203-204.

3, Bosarge, James (Editor), "UAB News Release," University of Alabama in Birmingham,
May 1985,
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3. Dialyais Method = The protein solution is placed within a bag made of a
dialyaia membrane. This bag is placed in a precipitant solution where movement of
the precipitating agent through the membrane initiates the crystal formation.

Currently, the most popular method is the "Hanging Drop" method, All existing
hardware for microgravity experiments is designed for this method, because it has
the largest ground laboratory data base.

1.2 ‘the Protein Crystal Growth Experiment

The Protein Crystal Growth Experiment is divided into four phases. Development
ot the experiment hardware began as a simple hand-held unit and has evolved to the
proposed Space Station facility.

1. Phase I - In this first phase, a basic experiment was set up, mainly to
demonstrate whether or not growing protein crystals in microgravity produced crys-
tals of larger size and higher gquality. The experiment was housed in a small, hand-
held device containing vapor diffusion growth chambers where a protein droplet was
placed on a pedestal within the chamber and monitored periodically. Figure 2 shows
this unit which was flown on the Shuttle four times.4 In this experiment, the pro-
tein and precipitant solutions were pre-mixed and late-loaded into the Shuttle
twenty-four (24) hours before launch. The samples were hand deployed by the astro-
naut in a non-controlled thermal environment, and photographs were taken periodic-
ally during the experiment. The crystals grown during this Shuttle mission did
prove to be larger in size and of higher quality than their ground-based counter-
parts. The first Shuttle flight of this experiment was on April 12, 1985.

3 -‘G\_OOO
\\@ 4 '/ N - G
R
DY R <§@

A\ P

< \_ &<

Figufe 2. Phase I Protein Crystal Growth Flight Hardware

4. Herrmann, F. T., "Advanced Protein Crystal Growth Flight Hardware for the Space
Station," AIAA, 1988.
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<+ Dhase II - Rased on the rosults of Phase I, the same basic hardware dasign
13 used, but now the samples are kept in a thermally controlled refrigerator/
incubator. Also, the protein and precipitant solutions are kept in separate cham-
bera using a double=barrcled syringe and are deployed by a ganged mechanism that
will simultanoously uncap and deploy twenty (20) samples., Figure 3 shows the
detui.s of ane of tho trays that holds the growth chambars.4 To monitor and takae
photographs of the protein crystals during the exporiment, the astronaut has to
manually pull tho tray out, causing vibration to the chambers which may jeopardize
the growth development of some crystals. The launch date for this Phase II hard-
ware is To Be Determined.

Figure 3. Phase 1I Protein Crystal Growth Flight Hardware

3. vhage III - In this phase, an additional number of growth chambers will be
added to the trays of the Phase II hardware. Results of the Phase II launches will
be incorporated into the Phase III hardware development.

4. Phase IV - Phase IV is an automated system which allows the protein and
precipitant golutions to be loaded separately. Once the experiment is started,
these solutions are automatically mixed and dispensed into individual growth cham-
bers. These chambers are housed in traye that are mounted to the walls of a Space-
l1ab double rack. Each tray will be kept at a certain temperature as specified by
the experimenter. Each chamber will be monitored periodically using microscopic
video (Imaging) and some or all of the following desired monitoring techniques:
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system,

growth
1.
2.
3.

4.
5.

The preliminary

refractive index, UV absorption, laser light scattering, and pH measurement. All
monitoring must be done without diasturbing the protein drop and will be the biggest
drivor for tho final oxXperiment design,

The automated system is designed for Space=~
lab with transition to Space Station.

Figure 4 shows one concept of a Phase IV

A dotailed conceptual study was performed, and the results of that astudy

MONITORING

ACCESSORIES s

PC GROWTH
CHAMBERS
CAROUSEL

will be covered in this section.s

THERMAL SUBSYSTEM

IMAGE PROCESSOR L

MONITORING CONTROL
SUBSYSTEM SUBSYSTEM
A-D/D-A

CONVERTORS WORM STORAGE

RoBoTICSIFLUID ]

HANDLING SYSTEM

PCaG
STOCK

MONITOR
ROBOTICS MASS
CONTROLLER STORAGE

MACHINE INTELLIGENCE
PROCESSOR

/
SOLUTIONS —

Figure 4. Advanced Protein Crystal Growth Facility Concept Shown in
Two (2) Space Station Double Racks

facility are:

science requirements of the advanced Space Station crystal

After Low-C is obtained, the protein and precipitant solutions are mixed.

Protein droplets are then dispensed into appropriate chambers.

Several hundred chambers operate simultaneously with the flexibility of
dynamically changing growth conditions.

Monitor crystal formation periodically as specified by the experimenter.

Stop crystal growth at appropriate time with a quench solution and store
crystal for analysis on the ground.
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There are several monitoring techniques desired in this experiment., Some
require the development or application of new technology and are being studied by
suveral groupa under contract. Below is a list of these techniques:

1. Microscopic video of the protein drop.

2. pH measurement of the drop.

3. Reofractive index to measure salt concentration of drop.

4. UV absorption to determine how much protein is in drop.

5. Laser light scattering to study nucleation in the drop.

6. Temperature measurement. ~

The Advanced Protein Crystal Growth Facility is a sophisticated microgravity
laboratory which has high potential for utilizing state-of-the-art robotics and
automation. One example of this is in the mixing of the precipitant and protein
solutions in orbit. Two methods considered in the preliminary study are a fluid
handling system that would prepare samples and pump the microliter quantities
through tubing to the appropriate growth chamber, and a robot emulating man in the
laboratory using syringes for mixing and deploying solutions. It is generally felt
that a hybrid system using fluid handling and robotics will yield the best results.

A lot has been said about the growth chamber that houses each protein droplet
during the experiment. The chamber design will be greatly affected by the resuits
of the monitoring technique studies. Figure 5 shows the evolution of the growth
chamber proposed in the conceptual design study. The chamber is designed to be
robot friendly while remaining flexible for changing experiment requirements.
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Figure 5. Evolution of the Protein Crystal Growth Chamber




Ono queation that was gddtelaed during the preliminary deiign study was should
it be partially or fully man-tended. The study recommended that the advanced facil-

ity should be fully automated with minimal crew interaction. The reasons for this
conclusion are: -

1.
-

3‘
4.

Space Station crew members have a limited amount of time per experiment.,

The complexity of the experiment with hundreds of samples running simul-
taneously lends itself to automation.

Could set a precedent for other advanced laboratories in space. ~

Opéns the door for use of telescience where the experiment can control the
experiment from the ground.

1.3 Summary

Protein Crystal Growth experiments previously flown on the Shuttle have clearly
demonstrated the benefits microgravity has on the size and quality of the crystals,
thus, enabling good definition of the protein structure by X-Ray Diffraction so
researchers in the medical and other biotechnical fields can use this information
to benefit mankind.

There is also a need for an advanced laboratory én the Space Station to grow

protein crystals under a tightly controlled environment which will enable repro-
ducibility of a crystal when needed. This facility is a natural candidate for
development of a highly sophisticated automatic lab system utilizing new and
innovative technology.
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ABSTRACT

This paper is a brief overview of MICOM's
Battlefiald Robotics activities. It includes a
description of the Army battlefield robotiecs tasks,
and a list of robotics nmissions and examples. There
is a discussicn of the existing robotic programs from
which technical requirements have bean derived. The
paper presents a hierarchy of battlefield robotics
and discusses the technical barriers associated with
this progression. In summary, the challenges facing
Government, Industry and Academia are presented.

The AMC community (led by the Human Engineering Laboratory
(HEL)) began efforts in late 1980 to determine how robotics could
be used on the battlefleld of the future. This paper contributes
to and expands that discussion through an integration of
concepts, setting the stage for new discussion and thought in the
emerging field of Automation and Robotlcs (A&R). Robot missions
will be described and related to specific mission areas.

Specific examples of efforts employing robotic concepts and
techniques that could acnomplish certain robotic missions are
described. The User's rather than the developers point of view
is employed.
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Technical requirements For battlefield robots are complex
and challenging, but nut imprssible. A hierarchy of bat:lefield
robots exists whic.a descr_.bes regiired capabilities and Lenefits
to be gained from the intrecduction of robots onto tae
battlefield. Current .echn:i ral limitations will result in years
of evolutionary growth of robotic capabilities. In this light,
challenges exist for the Government, Industiy and Acadc.ia.

Three major tasks must be accomplished on the integrated
battlefield: decide, detect and deliver (Figure 1. - all figures
and *iples can be found at the end of this report). Commandars
must decide which major targets or complexes to attack, the
targets must be found and finally destroyed or rendered
ineffective. Smart Munitions (SM) are only one exanzie of a
lethal mechanism for implementing thes2 tasks. Robotic wissions
can be perforwed in all mission areas including non-b «=tlefisid
tasks such as wmanufacturing, training, and logistics. “avings can
thus be gained in investments, support costs, and personnel. For
the purpose of this paver however, these topics will be limited
to the discussion of battlefield robotics,

Figure 2., relates the three mission areas of th Arumy,
Combat Arms, Combat Stvyport, and Combat Service Suppc ., to their
respective missionrs, Notice that many of the uissions in each
wission area are the same. This allows for system modularity and
for concepts to serve multiple mission areas! thus providine an
advantage both tactically on the battlefield and in financial
savings. Shown in bores, are those missions wiich currently huve
congraessional restrictions:

"The conferees agree that development and cdemonstratior
of the Tactical Robotics Vehicle may be continued only
as they relate to the role of that vehicle limited to
reconnaissance. No funds provided for the fiscal year
1988 and 1989 are to be used for development of the
vehicle as a weapons platform or carrier.¥
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Currently efforts are being made by the Army Material Command
(AMC) and the Training and Doctrine Command (TRADOC) to remove
these restrictions. Related non-battlefield tasks are shown at
the bottom of Figure 2.

Examples where robotic concepts have been incorporated into
military systems can be found in many programs being developed at
MICOM. The Fiber Optic Guided Missile System (FOG-M), shown in
Figure 3., has a remote control capability and the ability to
visually receive in real time battlefield conditions and other
feedbacks. The operator then uses this information to perfornm
antiarmor and anti~helicopter missions. Figure 4., shows a
variety of remotely controlled Unmanned Aerial Vehicles (UAV),
which are used to perform surveillance tasks and other combat
missions.

Not shown, are the Precision Leep Attack Missile System
(PDAMS) and the Teleoperated Mobile Platform (TMP). PDAMS is a
technology base program with the goal of solving the very
difficult tasks of finding tactical ballistic missiles and
destroying them before, not after firing. The PDAMS concept
involves ¢round station guidance and control of an aerial
subsysten and its constituent submunitions by means of an
integrated radio frequency (RF)/fiber optic data link.

TMP is a robotics system, which consists of a ground nobile,
teleoperated, remotely controlled platform; a fiber optic/RF
backup communication link; and, a manportable control unit. With
this system, the operator can remain zoncealed while remotely
maneuver the platform to perform reconnaissance and surveillance
missions (three other papers were presented on this program and
can be found elsewhere in these proceedings). With the immediate
demand for new systems to evolve, developers must not attempt to
do too much too soon. Such was the case with the Aquila program
in which too many missions were designhed into the systen.

72




Table 1., outlines current Army programs which are active
and have a draft or approved Organizational and Operational (0&O)
Plan (or other requirement documents). Many programs apply to
more than one missiun area. This will provide significant
leverage for the Government and both commercial and defense
industries.

One caution to be made here is the tendency to ignore the
human aspects that cannot be replaced by a robot, but which are
very important to the success and survival of humans on the
battlefield. For instance in the case of robotic ambulances,
using a robot to transport injured soldiers is not enough. Many
times what keeps a soldier alive is knowing there is another
human there who is going to take care of him. Research and
development must be performed with human aspects in mind. There
are other requirements to consider in the development of military
robotic systems, as shown in Figure 5.

Most of the robotic concepts are evolving to a family of
robots: different size aerial and ground robots which are
specifically designed to perform certain missions. Some of these
systems will need to be expendable in the sense that they are low
cost and consist of expendable technology (i.e., technology the
Army can afford to lose to the enemy, if the device is captured).
Vehicles with low signatures inplies minimizing audio as well as
visual signatures. Light weight power sources are needed for
long duration missions. Data links need to be secure. Not only
do they need to be jam proof, but in the case of fiber optic
links they need to be robust, have low visibility, and be able to
survive on the battlefield for extended periods.

Some of these requirements are beyond our current
capabilities but do provide a blueprint for the future. These
requirements suggest a “"Hierarchy of Battlefield Robots," at
least as a think piece to challenge thoughts and present
perspectives of robotic applications. This Hierarchy consists of
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teleoperated robots, telepresent robots, semi-autonomous robots,

and autonomous robots. Presently, teleosperated robots are the
state-of-the-art, with telepresent robots emerging within the
next 3 to 5 years. Semi-autonomous/Autonomous robects are long
term efforts which will come of age over the next 10 to 15 years.

The teleoperated robot, pictorially represented in figure
6., is basically a first generation robot as far as battlefield
rcbots are concerned, but still provides a yood capability
especilally as an indirect fire (over-the-hill) weapon and a
surveillance means. It provides a good soldier surrogate to
perform high risk tasks. However, low cost, secure links and
linited man-machine interface are near term technical limitations
which must be overcome.

The next step is the telepresent robot represented in figure
7.: one which gives the operator some sense of “"being their."
This gives the operator 2 batter capability to react to
battlefield situations, such as widely varying terrain. The
major technical barriers assoclated with telepresence are
multiple sensor fusion and kinesthetic operator feedback. This
class of robots will give us a reasonable tactical surrogate.

The gemi-autonomous robot represented in figure 8. provides
a major leap towards force multiplication. The operator becomes
a manager of many robots and cnly needs to react to certain cues
when the robot becomes confused. In fact the operator functions
similar to the way a platoon leader does now. Thea technical
barriers are not insignificant and may take as many as 10 years
to solve. A Low signature is required to provide survivability.
Rule generation is required to ensure the robot can react to the
changing tactical situation. In many cases, these robots will be
able to perform some limited platoon level functions.




The implementation of autonomous robots, illustrated in
figure 9., will require a major change in Army doctrine, tactics
and organization. An autonomous robot will provide a soldier
surrogate capable of tactical creativity. If one stretches his
imagination you can conceive of robots performing company level
tasks. The technical barriers seem overwhelming in light of the
change necessary to overcome the natural resistance to
significant machine innovations which also cause major
organizational change. There are three major technical barriers

are: 1) application of artificial intelligence techniques, 2)
costs, and 3) robot predictability and trustworthiness. The last
may be industry's and Government's most significant task - not
because of the technical barriers, but because of the cultural
barriers. Developers will face a difficult tasks in convincing

the soldier that he can be replaced. That instead of leading a
platoon into battle, he now becomes a manager of robots.
Battlefield commander's must be convinced they have absolute
control of the actions taken by robots, particularly for
engagement applications. However, if these barriers can be
overcome, true force multiplication and soldier survivability
will be achieved.

in summary, this paper has addressed a robotics progression
(reference Figure 10.). Each step will provide more capability,
but only after solutions to the major barriers are found. As
these barriers are eliminated, robotic use on the battlefield is
limited only by one's imagination and creativity, It will be
possible to move from a soldier surrogate capable of performing
high risk tasks, to companies of robots performing major
organizational tasks.

The Government must continue to refine the Robotics Master
Plan, gain acceptance of the concepts in the service, and apply
the necessary resources to accomplish the Plan. Industry must
apply engineering tasks associated with available and emerging
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technology to robotics which can make a difference on the
battlefield. These applications must also have application to
commerczal industry if costs are to be reduced to a reasonable
level. Academia must continue to advance the fundamentals of
science and technology associated with the technical barriers,

especially the software techniques needed to solve the artificial
intelligence problen.

Hopefully, these thoughts have provided the stimulus
necessary for creative minds to develop solutions to the problems
surrounding this technology. Tha field of robotics is being used
in a limited way now and the future seems bright for increased
utility on the battlefield of tomorrow.
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| TELEOPERATED ROBOT |
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FIGURE 6. TELEOPERATED ROBOT
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FIGURE 7. TELEPRESENT ROBOT
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FIGURE 8. SEMI-AUTONOMOUS ROBOT
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FIGURE 9. AUTONOMOUS ROBOT
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ABSTRACT

TMAP 18 & remotely operated battlefield system consisting of a 750-pound
all terrain vehicle, remotely operated by a soldier over a fiber optic
communication link 4 km long. Using state-of-the-art automation and robotic
technology, Martin Marietta Aero & Naval Systems is developing a modular
prototype system under contract to Sandia National Laboratories. The Army
Materlel Developer is the Missile Command (MICOM) at Huntsville, Alabania; th=a
Combat Developer is the Infantry School (USAIS) at Ft. Benning, Georgla. With
the weapons removed by Congresa in December 1987, the 0 & 0 is being
rewritten for a “Tactical Multipurpose Automated Platform" (TMAP) instead of
the original Teleoperated Mobile Antiarmor Platform. With minimal
modification, the modular TMAP system can be used in many applications (e.g.,
antiarmor or antliair weapons, mine detection, medical support). Systeu
acceptance teating and Aray evaluation testing are scheduled for summer and
fall of 1988.

1.0 INTRODUCTION

TMAP was conceived by the Army in 1985 as an approach for utilizing
state-of-the-art autnmation technology to protect humans from the hazardous
battlefield environment while allowing them to maintain control of weapons
(see Figure 1). This excellent idea evolved into two industry contracts to
develop prototype systems for evaluation.

Copyright 1988
Richard K. Simmons
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FIGURE 1: THE WEAPON SYSTEM OPERATOR IS REMOVED FROM
HIGHLY LETHAL ENVIRONMENTS USING ROBOTICS
TECHNOLOGY
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The original idea incorporated weapons and sensors to determine if an

effective, remotely operated antiarmor weapon and surveillance system could be
developed using a small, all-terrain vehicle.

The Teleoperated Mobile Antizrmor Platform (TMAP) was well along in
development in December 1987 -hen the language in the FY 1988 appropriations
bill removed the weapons from the platform. The Infantry School initiated a
iew requirements document, the O & 0 plan, calling for development of a
"Tactical Multipurpose Automated Platform." This change was casily
accomplished by Martin Marietta and the resulting state-of-the-art, remotely
operated, automatic modular system with a laser designator as its first
modular payload will be acceptance tested in August 1988. In May 1988, Martin
Marietta was awarded a test support contract for training, test equipment, and
spares to suppoert the Army's TMAP evaluation testing at Ft, Benning in the
fall of 1988.

This development program kas adapted many existing components and
advanced the state of the art in other areas to provide a very capable,
flexible, and evolvable system for Army evaluation, It will be a useful tool
for determining the utility of automation and robotic technelogy in redressing
the balance of forces, which currently favors the Soviets. The system
descridbed in this paper is readily adaptable to a variety of missions,
including the original anitarmor mission.

2.0 TMAP PROGRAM

In July 19§7, Martin Marietta :ro & Naval Systems received a $2.65
million, l4-month contract to develop a prototype Teleoperated Mobile
Antiarmor Platform. The contract came from Sandia National Laboratories in
Albuquerque, New Mexico, with Dr. James Kelsey as Program Manager. The
Materiel Developer is the Army Missile Command (MICOM) in Huntsville, Alabama,
under the direction of Dr. Jolmny Prater. The Combat Developer is the
Infantry School (USAIS) at Ft. Benning, Georgla.

In the original conrcept, TMAP included an all-terrain vehicle with
antiarmor weaspons, cameras, and other sensors remotely controlled by an
infantryman over a fiber optic link, The soldier would detect and i{dentify
enemy armored vehicles and engage in direct five with them while remaining
completely hidden.
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The objectives of this prototype program were to (1) develop, design, and
fabricate the smallest, lowest cost, lowest weight TMAP system possible which

would effectively demonstrate an antiarmor capability, (2) reduce technical

risks to an acceptable level for entering Full Scale Development (FSD), and
(3) provide adequate supporting data for cost and operational effectiveuness
assegsment prior to the FSD decision. 1In addition, the TMAP prototype was
intended to be a tool to support 0 & 0 and ROC development,

Specific goals of the current program are to provide & system that is
simple to operate and maintain; reduces force structure demands, is safe and
hazard free, and can be field demonstrated to prove its utility. Components
not in the military system are acceptable, but MIL SPEC equipment is to be
used wherever possible.

Mission capability was to include typical infantry antiarmor and scout
missions with future supplementary capability for NBC surveys, listening
post/outpost (LP/OP), artillery forward observer/designator, and battle damage
assessment,

The technical requirements defined a listening mode in which platform
nolse was no*t to be detectable at 50 meters against a background noise level
of 20 dB (10 dB desired). The platform was to be capsble of remaining in this
mode for 12 hours (72 hours desired). The overall vehicle welight was not to
exceed 370 kg; the operator control unit (OCU) was not to exceed 16 kg; and
the 0CU power supply was not to exceed 16 Rkg.

3.0 TMAP SYSTEM

TMAP is composed of the platiorm, a man-portable operator control unit
(OCU), and the OCU power supply. These are shown in Figure 2, The vehicle is
shown configured with the Laser Designator mission module,

The primary communication link is fiber optica (FO0). A 4-km FO cable,
played out as the vehicle travels, connects the platrorm with the OCU. A
backup radio frequency (RF) link is also provided.

In a TMAP? mission in which the operator selects a site from which to
operate and then drives the platforu to a remote location, the key elements of
oparation include: recelving the mission requirements, planning the mission
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and the route, setting up the platform and the OCU, driving and navigating the
platform from the known pcint with navigation updates, positioning the
platform for mission accomplishment, and returning the wlatform to the
stérting point.

The OCU and OCU power supply are set up as shown in Figure 2. Then,
using the target camera and laser range finder, the operator obtains range and
bearing to several landmarks from the vehicle's initial position. This
information is entered into memory. S-.zral key positions (way points) along
the pianned route are also entered using military map coordinates, and these
data (initial position and way points) are displayed on the OCU's liquid
cryatal display.

The platform is driven along the planned route using the driving camera
display on the CRT monitor. In this mode, the vperatur sees a cue on the
video monitor that shows him the direction he should be moving to reach the
next way point. The platform's line of travel ls also continuously updated by
the on-board dead reckoning navigation system and displayed on the LCD.
Periodically, the operator stops the platform and gets an accurate position
update by re-sighting the landmarks previoualy located. A display of the
eLpected bearing and distance to the landmarks from the platform's new
position helps the operator find the landmarks. The operator also takes
sightings on new landmarks further along his route. This procedure sugments
the dead reckoning system to provide the required navigational accuracy.

For a reconnaissance misaion, the route would be in rosette pattern and
the platform would end up back at its starting position., If an overwatch is
to be established, the platform is driven to the desired location and
positioned, An initial visual surveillance is then made using both driving
and sighting cameras. For long-term surveillance, the system is put into its
low-power, listening mode using the acoustic system for automatic warning
(alert), allowing the operator to eat, sleep, or perform other duties.

In the listening mode, the acoustic system continuously monitors and will
warn the operator of the presence of peraonnel or vehicles, With such a
warning, the operator can obtain further acoustic identification and location
information using the headphones before he powers up the system to visually
survey the area. If enemy vehicles are in view he can sight on them with the
sighting/aiming camers (day or night) and target them with the laser
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designator, In the original weapon-mounted configuration he would track the
target (either manually or automatically), range with the ranging laser, and
after a firing solution has been computed, fire the antiarmor weapon.

) Returning the platform to the rear area can te done using the fiber optic
communications link or the backup radio frequency link.

The following paragraphs describe the system elements. Commercially
available components are used where cost and schedule could be met only by
using them. New developments and available hardware are used together to
providz a very capable, flexible, and modular system that meets Army TMAP
specifications and provides for growth to include a varliety of future payloads.

3.1 PLATFORM

The platform shown in Figure 3 includes the mobility base unit; the
modular mission head (formerly the weapons head); the sensor sulte; the land
navigation unit; the video auto tracker; the communications links; and the
navigation, processing, and control electronics. The platform is 66 inches
long, 48 inches wide, and 50 inches high to the top of the mission head. It
welghs less than 370 kg and can travel at up to 15 km/hr., It has excellent
mobility in rough terrain and on steep slopes.

Mobjlity Bage Unit

The mobility base unit (MBU) is a 4-wheel, dlesel powered, hydraulically
driven, skid steered, all-terrain vehicle developed by Deere and Company. The
bady 1a a fibergiasa loyup.

The four wheel motors are driven by two hydraulic pumps powered by a
6-horsepower diesel engine.

Most of the electronics are packaged in an environmental enclosure in the
rear vehicle compartment. Other components are located in the saddlebags.
The pendant for moving the MBU without using the OCU is located in the rigit
saddlebag.

The turret that supports the modular mission head (MMH) is located in the
center of the vehicle, The azimuth drive motor 1s part of the turret assembly.

The fiber optic cable dispenser, mounted on the MBU rear surface, carries
and dispenses 4 km of FO cabla. The cable winding is lemniscate, which
provides the simplest, most reliable method of cable dispenzing and simplifies
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rewinding. This technology eliminates cable twist during playout and
significantly reduces the probability of breaks due to kinking.
Sealed lead-acid batteries are located in the lower section of each

saddlebag. Batteries are recharged by the diesel engine alternatc:.

Modular Mission Head

The modular mission head (MMH) includes the structure that mounts many of
the mission sensors along with the RF antennas. The head is driven plus or
minus 270 degreeé in azimuth and plus 35 degrees and minus 15 degrees in
elevation. Antennas and acoustic sensors are mounted on the structure that is
driven only in azimuth.

Sensor Suite

The primary sensors in the sensor suite include the driving camera,
targeting and night v sion camera, laser range finder, and laser designater
(a1l mounted in the MMH elevation structure), the acoustic detection system
movated on the azimuth-driven MMH structure, and the body-mounted sensors
which include the four acoustic sensors anu two speed sensora, Other gensors
mounted internally include the hsading sensor, inclinometers, 3-axis
accelerometer, fuel level and oil pruasure sensors, engine speed indicator,
wheel encoders, dbattery charge level sensor, and temperature sensors of
engine, electronlcg, hydraulic pump, and batteries.

The driving camera is a fixed-focus, color, CCD camera with a 52-dagree
field of view, auto~irls lens. The targeting and night vision camera provides
both day and night vision, The targeting lens can be zoomed from 25 mm to 350
mm providing & 14 to 1 magnification. The original range requirement for the
antiarmor configuration was 500 meters., This has been extended with the zoom
lens now in the systen to an identification range well beyond 1000 meters.
This camera subsystem, at its lowest magnification, provides a 20 degree field
of view for night driving.

The lager renge flnder is an eye-safe, gallium arsenide lsser with a
range well beyond 500 meters., It provides range to target when the firing
gwitch i3 activated, This information is automatically entered into a
tracking solution or is used for navigation position update, depending on the
opersting mode.
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The modular payload, laser designator is a yag laser, not eye-safe, that
provides a single designation mode at this time,

) The RF antennas include the 407.6 megahertz command receiving antenna and
the 1743 megahertz video transmitting antenna.

The acoustic sensors are mounted on top of the MMH and on the front,
sides, and rear surfaces of the MBU. The acoustic sensor system provides
three functions: 1) alert of potential target along with an approximate
azimuth to the target, 2) alert of live object movements and the capability
for the operator to use headphones to determine if the alert is a human
source, and the azimuth to the source, and 3) identification and tracking of
tracked or wheeled vehicles. Detection range of vehicles is compatible with
current antiarmor weapons.

Two speed sensors are mounted on the body to sense forward, backward, and
side mot’.... The output of tkese ultrasonic sensors is used in the navigation
computations.,

The s0lid state heading sensor subsystem consists of a fluxgate
magnetometer coupled to a yaw rate sensor, Magnetic heading from this sensor
is used in the navigation computations.

Vehicla fore and aft and side to side inclination and inclination rate
are provided by the two-axis inclinometer. These data are used in three
ways: 1) in navigation computations to determine vertical motion, 2) in
target location and tracking to allow for MBU deviation from horizontal
poaition, and 3) to warn the operator of imminent vehicle turnover from
operating on too steep slopes.

Wheel encoders provide vehicle motion direction and speed to the control
electronics to provide smooth, responsive control of vehicle motion. These
data are also used in conjunction with the ultrasonic epeed sensor data in
navigation computations.

Fuel level, oil pressure, engine apeed, and battery charge status data
are sensed and shown graphically to the operator.

Land Ravizavion Unit

Land navigation data are provided by a combination of the sensors
described in the preceding paragraphs. These include the targeting camera and
lager range finder for triangulating vehicle position, and the ultrasonic
speed sensors, magnetic heading sensor, inclinometers, and wheel encoders.
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Platform position and track are calculated within the navigation, processing,
and control electronics (NPCE) using a dead reckoning method, and displayed to
the operator along with heading and platform velocity on the liquid crystal
display in the 0OCU,

Another feature of navigation provided by the OCU portion of the NPCE is
the ability to enter and graphically display, on the OCU liquid crystal
display, waypoints of a planned route within the local military map coordinate
systen,

Video Auto Tracker

The video auto tracker (VAT) automatically tracks targets tha: are
identified using the box-shaped tracking cursor displayed on the OCU video
monitor in the tracking mode. Once set, the cursor follows the target, and
can drive the turret assembly to keep the targeting camera and payload module
pointed at the target. A tracking solution can also be obtained by manually
tracking a target and entering two target positions into the computer. The
system projects a path and automatically tracks the target.

0 icatio
Two communication links are provided. The primary link is a 4-km fiber
optic cable vhich provides secure communication of commands, status, and video
data between the platform and the OCU, The FO system also includes the cable
dispenser previously described.

A backup radio frequency (RF) system is available to the operator if the
FO system fails. Both command and video data are provided by the RF system.
fwo RF frequencies ¢ 2 used, 407.6 megahertz for the command link and 1743
megahertz for the video, Sratus and audio data are transmitted over the video
link. Total system capabllity exists using either communication link.

Navigation, Processing, snd Control

The software/hardware control system Is the heart and major subsystem of
the Martin Marietta IMAP system. The simple platform system dblock diagram in
Pigure 4 shows the interfaces between the previously discussed system elements

and the navigation, processing, and control electronics.
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The system software/harqware design incorporates a state-of-the-art
approach to process control and data management for remote vehicle
operations, The real time control system (RCS) architecture selected is an
evolution of the hierarchical control technology that began in the National
Bureau of Standards over 14 years ago. This approach, refined at Martin
Marietta over the past 2 years by two of the original codevelopers (Dr. Tony
Barbera and M.L. Fitzgerald), uses multiprocessors on a common bus
architecture to ensure extremely rapld cycle times while allowing for growth.
This same architecture is being standardized for use by NASA in their Space
Station Telerobotic System.

Table 1 describes the basic function of each of the control levels;
Figure 5 is a block diagram of the top level of the control system. Table 1

and Figure 5 also show the six GPUs used in the system (five in the vehicle
and one in the 0CU).

3.2 OF RATOR CONTROL UNIT (0GU) AND POWER SUPPLY

The man-portable OCU and power supply are shown in Figure 6. The system
consists of two units, each weighing less than 16 kg. Packaged for carrying,
the OCU is 14 inches long, 10 inches wide, and 17 inches high. The power
supply is 13 inches long, 9 inches wide, and 11 inches high.

Operator Contrel Unit

The OCU includes two separable elements, the video monitor and the
controls and electronics assembly. Included in this assembly are the video
monitor, liquid crystal display, control panel, and LCD graphics, processing,
and control electronics (LGPCE). The 9-inch color monitor is housed in a case
that includes a front cover with window. The controls and electronics
assembly is a hinged box that opens up as seen in Figure 6 tc provide access
to the control panel and the liquid crystal display. The opened assembly
attaches to elther side of the video monitor for stability and to allow for
both right- and left-handed operators., Interconnecting cables and headphones
are carried in the back of the monitor enclosure,

All TMAP system functions arxe controlled from the control panel. The
liquid crystal display shows navigation and target location and tracking
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TABLE 1
CONTROL LEVEL DESCRIPTIONS

System Control Level: Controls the operation of the entire system.
Determines if TMAP is running in training mode or regular oporating mode.
CPU 1.

Mission Control Level: Does the major decision processing required to
sequence the system through each of its major missions, Determines the major
operating modes, e.g., Mobility, Navset, etc. CPU },

Platform Control Level: Controls the operator's high level identification and
surveillance capabilities. Controls the functions of the acoustic sensor
system and the cameras. GCPU 1,

Subsystem Control Level: Directs the operator's joystick inputs for the
control of the turret or the vehicle, Coordinates the laser ranger and
autotracker information to provide turret positioning commands. GPU 2,

Vehicle Control Level: Determines the state of the engine and determines the
next commanded wheel speed based on the present speed and direction of the
vehicle with respect to ground., GCPU 3,

Wheel Speed Control Lavel: Given a wheel speed as an input command, this
level determines what position to set the swash plates to achieve this wheel
speed based on vehicle load parameters., CPU 3,

Actuator Position Servo Control Level: Determines what voltage to put to each
of the motors to null the position error. CPU 3,

Turret Control Level: Given a pointing vector, determines the postion/rate
values and servo parameters to send to the motion controller board. GPU 2.

Platform Operator Control Level: Interprets requests from the pendant or data
received over the communications link from the OCU to make the inputs from the
operator avallable to the running control system and initiate generation of
appropriate status digplays. CPU 4,

Data Control Level: Provides an interface into the World Model Data Base from
the running Platform Control System to gather the data required to generate
the requeated status dlaplays, and to maintain data in disk data files. GCPU 4,

Graphics/LCD Screen Control Level: Given a requeat for a status display for
either graphics overlay or the LCD, configures icons and acreen locations and
sets up the aequence of command primitives for the devices. CPU §,

Graphicsa/LCD Display Control Level: Senda cut primitive operation requests to
the device controller boards, QCU CPU,

Disk Data File Control Level: Controls dats oa the disk, doing retrieval and
storage when commanded. CPU 5,

Communications Control Level: Controls the tranemission and receiving of data
packets through the Piber-optic or RF communication link, handling checksum
generation and packet sequencing. CPU 4,

Operator Control Level: Provides the high level interface to the operator
that determines the system operating mode. QGU CPU,

Option Control Level: Based on the present mode of the gystem, collects the
operator input data from the panel, {nterprets it, {ssues counands to generate
LCD diaplays {a necemwsary, packstizes the data to be sent to the platfora and
sets OCU astatus L¥De. QUL CPU,
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information in military map coordinates. Graphics for the target, vehicle,
and landmark positions and for vehicle position tracking are generated within
the LGPCE subassembly,

0CU Power Supply

The OCU power supply includes batterles and communications hardware. The
RF antenna package is also part of this assembly. Mission batteries are
high-energy-density primary lithium batteries. These provide the required
12-hour mission within the 16 kg weight limitation. Rechargeable, sealed
lead-acid batteries can be used for development, tralning, and testing.

The communications housed in the power supply enclosure include FO and RF
transmitters and receivers, and the FO wave division multiplexer. The RF
antennas are separately packaged.

Figure 7 1s a simplified OCU block diagram,

3.3 SYSTEM POWER REQUIREMENTS

System power requirements for the listening mode and active surveillance
mode are shown in Table 2 as a function of the communication system being used.

TABLE 2
SYSTEM POWER REQUIREMENIS IN WATTIS

Listening Active Surveillance
Mode Mode
_RF FO RE FO
_0Cy 20 15 45 50
-Platform 95 30 200-350  150-300

4.0 TMAP ALTERNATE GCONFIGURATIONS

The TMAP system, as designed, can easily be adapted to a number of
combat, combat support, and combat service support missions. The flexible,
evolvable MBU and OCU software/hardware control system can be extended to
{nclude additional or alternate weaporns and sensors. The turret and body
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upper structure can be designed to carry a variety of weapons and sensors.
The basic OCU and its power supply and the mobility base unit without mission
module are shown in Figure 8.

With little modification the system can carry the original payload of two
or three AT-4 antiarmor weapons and self protecti:-n wear.ns (see Figure 9).
Concepts for otiier weapon payloads include AAWS-M, TOW, and Stingers. Other
uses include mine detection, NBC detection, medic support ¢nd equipment
carrying.

The well-integrated processing and control system, communications, auto
tracker and sensors could also be used in other vehicles without modification
other than mounting and cabling. The operator control unit and power supply
can be used in this regard with no changes.

TMAP with its varied payload capability can be a major factor in

redressing the current baluace of forces, which currently favors the Soviets,

Two important advantages are afforded by robotics technology.(l) First,

with fiber oplic links and teleoperation concepts, the number of weapon
systems controlled by Allied combat units can be increased without increasing
unit aize. Second, robotics would remove the weapon system opera.or from
highly lethel environments, and thus increase the survivability of highly
.raine: wnd experienced US weapon crews,

(1) Cailucci, Frank G., Secretary of befense, “Soviet Military Power - An
Asgsessument of Threat - 1988%, p. 154,
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' OCU AND POWER SUPPLY

FIGURE 8: THE BASIC TMAP SYSTEM ELEMENTS CAN BE
READILY ADAPTED TO A VARIETY OF MISSIONS
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TOW AND 70MM ROCKETS

STINGER ANTI-AIR WEAPONS

FIGURE 9: TMAP ALVERNATE CONFIGURATIONS
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WMEDIC SUPPORT

EQUIPMENT CARRIER

FIGURE 9 (CONT.): TMAP ALTERNATE CONFIGURATIONS
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20 April 1988
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San Diego, CA 92107

ABSTRACT

This brief paper explores the question "When will robots be used in combat?"
To this end, the advantages of battlefield robots are compared with manned
options in terms of cost-benefit ratio and probability of success. If a
conservative policy for the employment of robots is assumed to predominate for
the next several years then robots must have lower costs and higher
probabilities of success than manned gystems to be employed in significant
battlefield roles. Robots will easily : tain lower mission costs before they
will assure higher probabilities of success than manned systems. Inherent
complexity in design and implementation, the lack of implementation and
operation axperience and a poor understanding of the isaues of robot to
operator mapping will keep robots to only the simplest and mos! dangerous
tasks for some tiwme to come.

INTRODUCT XON

Recently, considerable interest in applying asutomation to various areas of the
operational military has developed as a result of the increasing cost of
battle and the increasing sophistication and numbers of the potential threat.
Much attention has been focused upon automation for combat in the hope that it
will make the battlefield more survivable and will multiply the capabilities
of human forces sufficiently to intimidate an oenemy with vastly superior
conventional resources. The incressed interest is, as a whole, good if it can
be sustainad through a neccessarily loag development period. However, there is
significant danger that wanrecalistic expectations of time scale and feasible
capabilities could be built in the user community by ovwergzealous automation
advocates. Eventual success at realizing practical battlefield automation
will only wcme if researchers, developers and users alike maintain a realistic
perspective of the roley which automation can play in the modera battlefield.

105




This brief paper is dedicated to sharpeniug the collective understanding of
where automation can best be applied by exploring the question "When =ill
robots be used in combat?" Two definitions are needed before this discussion
can begin. The scope of these definitions is 1limited strictly to the
purposes of this paper and should not be interpreted as being bdbroadly
applicable to other circumstances.

Definition 1: Battlefield automation is any form of computer assistance to
numan operations in the battlefield.

Definition 2: Battlefield robots are a subset of battlefield automation and
are devices which are coupled directly to the battlefield enviromnment through
both sensing and actuation.

The first definition includes all computation applied to combat and direct
combat support. The second definition specifies only those devices which
interact directly with the friendly and hostile elencats of the battlefield.
Directly, in this 3efinition, means not through a human operater, For
iustance, automated target cusing is battlefisld automation which is not in
the class of battlefield robots because the actual prosecution of targets is
handled by a husan. On the o*her hand, this definition of battlefield robots
includes both teleoperated, as well as autonomous, systems since in a
teleoperated device the human interacts with the battlefield envivcament
through the remotely controlled surrogate.

These definitions distinguish Vbvetween two forms of automation, robots and
automated asgistance to manned resources. Currently, considerable interest
sexigts in the appli_ations of robotics to combat to reduce human exposure to
hazardous conditions. This paper specifiocally examines the issue of applying
robotics to combat tasks. The application of other forms of automation to the
battlefield will not be considered here.

THEORY

Rovota will be used in combat when it appears that they are the best choices.
Daetermining when they are the best choices requires measures through which
robot performance can be compared with the performence of the alternatives.

Comparison Measures

A common measure used to determine when robots will augment or displace human
lsbor in the factory is return on investment. Typically, robots perform
simple repetitious tasks better and often faster than humans. In the factory,
robots improve product quality and quantity by improving the consistency and
speed with which many simple operations can be performed again and again.
laproved product quality and production rate provide obvious quantifiable
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returns on robotics investments. Unfortunately, the battlefield is not like
the factory where much of the environmental complexity can be well structured.
The battlefield is a complex place where predictable repetition is quite
dangerous, This implies that robots have no inherent quality or speed
advantage over conventional manned gsystems since manned systems will perform
unstructured tasks better than robot systems for the near future. Therefore,
product quality and production rate, two measures traditionally used to
determine robot utility, are not meaningful in the combat situation.

One meaningful nmeasure of combat system effectiveness is cost- benefit ratio.
It seems reasonable to say that robots can be employed effectively only when
the cost-benefit ratio is better than that of manned systems for the same
mission. This would be the case in a very hazardous mission where there is an
opportunity to save human lives since the cost of a human life is very high.
Unfortunately, cost-benefit ratio by itself is insufficient to decide between
the use of manned and robot systems in combat. The battlefield is a highly
uncertain place and even if the cost-benefit ratio for a robot option is very
good it is not likely to be chosen unless it has a reasonable chance to
accomplish the designated mission successfully. Thus, both cost-benefit ratio
and probability of success must be used to determine when a robot will be
employed in combat. Today, the probability of success of any robot system in
any real battlefield aituation is low for all but the simplest of tasks.

Comparison of Robot and Human Alternztives

Comparison of vobot and human forces for battlefield operations begins with
the statement of several assumptions and the identification of the components
of the cost-benefit ratio and the probability of success. These components
are compared term by term to determine where robots excel over humans and
where they fall short. The situations where robots excel are assumed to be
those circumstances when robots are likely to be employed.

The first assumption states the philosophy a {ield commander would use in
trying to decide between using robot and manned forces. In this philosophy,
a commander of forces with both manned and automated assets will choose the
options with the best cost-benefit ratio and probability of success. Stated
more formally, this assumption is saying:

Assumption 1: A coumander will choose the robot option if and only if

N /N > (1)
1] r

and
P /P > (2)
m I
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N = the cost-benefit ratio of using robot assets for a

r particular mission,
N = the cost-benefit ratio of using equivalent manned

m assets for the same mission,
P = the probability that the mission will be accomplished
r using robot resources and
P = the probability that the mission will be accomplished
m using mannad resources

and where the cost-benefit ratio for a system x to perform a certain mission,
A, is defined by

N (A) =c (A) /B (4) (3)

X X b's
where

C (A) = the cost of employing resource x to accomplish

X mission A and
B (A) = the bemefits of accomplishing the mission A with
X the resource x.

Equation (3) makes the ratio
N /8 =(C(A) /¢ (A)*(B(A)/B(A). (4)
o r n r r n

The formal statement of Assumption | i3 somewhat stronger than the informal
statement given above by requiring that automated options excel in both
coat-benefit ratio and probability of asuccess. This could be considered the
policy of a conservative commander who 1s skeptical of asutomation.
Considering historical precedent, this policy is likely to dominate the
nilitary for many years.

Assumption 1 reduces the problem of determining where robots can best be used
in combat to looking at the ratios of cost-benafit ratios and probabilities of
succeas for conventional manned assets and proposed autowmated assets for
various missions of intereat. Let us examine the issues associated with
computing these ratios.

Cost-Banefit Ratio

Equation 4 can be simplified with another assumption which does not severely
violate rationality.
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Assumption 2: The benefits of any mission are completely independent of
whether manned or automated forces are used to accomplish the task or

B () /B (4) =1. (5)
r o

Substituting Equation (5) into Equation (4) produces

N /N =¢(a)/c () (6)
m r m T

which reduces Equation (1) to

c /¢ >1. (7
m r

The costs used above are not simply <{the costs of purchasing the systems
employed nor are they just the costs of operating the systems bning compared.
As implied these costs dspend upon he specific mission in which they are
enployed, upon whether the system is 1lost during the mission and upon how
many related casualties are sustained during the operation to execute mission
A. An additional assumption is useful to simplify this coamputation somewhat.

Aasumption 3: The commander delegated with a mission will assume the worst
case outcome (i.e., complete mission failure, complete system loss and worst
case associated casualties) when computing the cost ratioa.

This makes the cost for employing system x in mission A a tractable, albeit
difficult, computation. One possible formulation of the components of coat is

C(A) =C ¢ {x)+cC(a)+C(A) (8)
X X (o] [+

where

C = acquigition cost of system x,

X

¢ (x) = operations cost of system x,

0

¢ (A) = cost of the casualties associated with the failuve

c of mission A and

C(A) = cost of the failure of mission A.
There may be other better candidates for computing system-mission cost. This
suggestion merely highlights the need to include costs in addition to the

system acquisition cost and to include both missgion dependent and system
dependent components. In addition, the system cost (both operations and
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acquisition) is strongly related to the complexity of the technclogy which
may, in turn, be related to the probability of success. However, for the sake
of simplicity, these couplings are assumed to be negligible.

Substituting the results of Equation (8) into Equation (1) produces

C +C (m) +C (A) + C(a)
m (o] [o]

¢c /C = . (9)
m r ¢ +C (r) +C(4) +c(a)

T o] c

Even considering the present state of the art in robotics, the acquisition
cost for robots is likely to be less than the cost of a manned gystem for a
simiiar mission. This is especislly true for teleoperated systems since much
of the most costly parts of the system are theoretically placed out of harm's
way. The operations costs are likely %o be more when using humans than when
using robots since manned assets generally require more support than robot
assets. The cost of casualties in the event of wmission failure will only be
somewhat less for robots than for manned options because the largest component
of near term forces will likeiy be humans for either optiona. TFinally, the
cost of mission failure will be equal for ©both manned and robot forces. From
these crude estimates, it is possible to venture that the cost ratio for
manned and robot options could be close to unity. This is aven more likely to
be true for robot assets which are actually deployed since the purchase and
operations costs must be less than or equal to the equivalent costs for manned
agssts for the concept to get past the early stages of development.

Probability of Success

Comparison of automatsd and manned options in terms of cost-benefit seems to
be relatively easily computed. Computation of the relative probabilities of
success is not as straightforward. The way in which misailons are stated must
be limited to establish a concrete definition of probability of success.

Assumption 4: The mission is stated 8o that it is either a couplete success
or a complete failure (i.e., no partial Success) .

This aesumption enables the aassociation of the probability of mission success
using systew x with the probability of failure through the relation

P =t <P, (10)
X b 4

Equation (10) together with Assumption 4 permit the probability of success to

be computed directly from knowledge of the probability of failure. This
couvenience enables the statement of the probability of success in terms of
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more readily available factors (e.g., system failure rate) and permits the
transition from speaking of success to speaking of failure. One can argue
that the ratio of the probabilities of failure is just as useful as the ratio
of the probabilities of success for deciding what assets are best employed for
a certain mission although they are not equivalent mathematically. To state
further arguments in terms of failure requires an additional assumption to
clarify the situation.

Assumption 5: Only failures which cause complete mission failure will be
considered in computing the probability of success for system x.

This assumption neglects an entire class of noncritical errors and system
failures which do not cause the mission to collapse. While these problems are
significant, they are, for the most part, a nuisance and can be expected from
both manned and automated systems for some +time to come. Critical errors, or
the probability of o¢ritical errors occurring, will 1largely determine how
useful systems are to combat situations. In addition, many errors which are
negligible in factory environments become c¢rucial in cowbat.

The probability that system x will succeed at mission A can be stated as the
following combination

P(A) =P '(A) * p (x) (11)
X X e

where

P (A) = probability of mission success with no critical

x' system errors and
P (x) = probability of no critical system errors occurring
e in systenm ¥x.

The first term in Bquation (11) represents the probability of mission success
given perfect system operation. This term can be decoumposed into the
following components:

P (A) = P(x:A) * P(x:0) (12)
xl

where
P(x:A) = the probability of mission success if system x is
operated perfectly and
P(x:0) = the probability that system x will be operated
perfectly.

The first term in Equation (12) measures the match of the system capabilities
to the task. Siwmulations are especially valuable for obtaining estimates of
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this term for various systems and mission scenarios. The second term
represents the effectiveness of the operator (if there is one) and

P(x:0) = f(operator state, training and interface). (13)
This term can be difficult to evaluate but the human factors community has
developed techniques %o make  theoretical estimates and to determine

experimental approximations.

The second term in Equation (11) represents system reliability in a certain
mission. This term can be further decomposed into two components

P(x) =P (x)*P (x) (14)
e es eh

where

P (x) = probability that no software failures will ocour in

as gystem x during the mission and
P (x) = probability that no hardware failures will occur in
gh syastem x during the mission.

Equation (14) divides failures into the two major components of a robot,
hardware and software. Failures can also be orthogonally partitioned into
soft errors and hard errors. Soft errors are transient errors (i.e., errors
which occur once and then disappear). These can occur in hardware (e.g.,
memory errors from alpha particle hits) as well as software. Hard errors are
permanent failures and may also occur in software (through a system crash) as
wall as hardware. The effects of hard and soft errors are especially
difficult to evaluate for automated systema. More reliable failure statistics
are available for hardware subsystems than for software. However, further
experience with automated systems in various operations will provide some
basis for better quantification of these errors in the future if the proper
experimentation is performed.

Thus, combining the above results, Equation (2) becomes

P(r:A) ® P{r:0) * P (r) *P (r)
o3 eh

Pr / Pn = (15)

P(m:A) * P(m:0) *P (m) *P (m)
es eh
For the sake of argument, consider an additional important assumption.

Assunption 6: For every manned capability there is a corresponding and equal
automated capability, i.e.,
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P(r:A) = P(m:A). ' (16)

This assumption represents the futurist's perspective by predicting a time
when, in terms of mission success, it will make no difference whether a robot
or manned system is employed. As such, it casts robot options in the most
favorable possible light for the vremainder of this discussion. Assumption 6
reduces Equation (15) to

P(r:0) *P (r) *P (r)
es sh

Pr / Pn = . (17)
P(n:0) *P (m) ¥ P (m)

es eh

The terms representing manned systems in Equation (17) are reasonably well
understood when compared to the corresponding terms for automated systems.
Further, the probabilities of no software and hardware failures for robot
gystens will be considerably 1lower than the correaponding terms for manned
systems because of the higher information processing machine complexity and
agssociated failure modes. The corresponding probabilities for manned systems
will be higher because of the significant body of experience in constructing
manned combat systems. This very situation could well determine the fate of
robots on the battlefield for the next seversl years. In the early
development period of combat robots, the probability of no operator failures
will be much less for robots than for equivalent manned systems because of the
large amount of experience in training humans to operate manned combat
equipment. Much remsins to be learned about training people to operate combat
robots and this void will directly affect their probability of success. From
this crude comparison, it is easy to see that manned systems will have greater
probabilities of success for years to come simply because of the great vacuum
of experience in applying robots to combat.

When comparing totally autonomous asystems with teleoperated systems, the
probability of no operater failures is nearly unity for an sutonomous systen.
However, the probabilities of no software and hardware failures in autonomous
systems may be somewhat lower then in teleoperated aystems because of the
inherently higher complexity. However, as robot systems are used more and
mo.e the probabilities of no goftware and hardware failures get larger and
larger as many of the latent failure modes are discovered and eliminated or
improved. Thus, it is likely that the probability of succeas for autonomous
gyatenms will aventually be significantly better than for teleoperated systems.
Note that all of the above comments are only valid if the cost of autoumated
agssets is less than the cost of equivalent manned aasets.

Influence of Policy Changes

The policy wused to decide between wmanned and robot forces ultimately
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determines when robots will be wused in combat. This analysis initially
assumed & conservative policy because it seems most consistent with
traditional military decisious and because it is the easiest to analyze.
Other employment policies are possible. If the requirement that robots must
have a probability of success greater than or equal to that of equivalent
manned systems is relaxed then robots would, cof course, see much greater use.
However, this policy is contradictory with the real goal of military
commanders, i.e., to win the war. Winning against an able adversary requires
a very good resource allocation strategy. The opt: allocation strategy
would include applying the assets best suited for the job (i.e., those with
the least cost-benefit ratio and the greatest probability of success).
Choosing a less optimal strategy only increases the chances for defeat. Thus,
the policy which forms the basis of this analysis is part of the optimal
strategy for winning and is the most likely to be employed not because of
tradition or ease of analysis but because it 1is required to win at battle.
Any different policy would result in failure and greater loss of life.

CONCLUSIONS

This analysis has introduced a technique for determining when robots will be
used in combat and provided some insight into the likelihood that robots will
be employed in combat in the near future. If one assumes that the
congervative philosophy will predominate for the next several yeara then
robots must have lower costs and higher probabilities of success than manned
systems *o be employed. Robots will easily attain lower mission cosis before
they will assure higher probabilities of success than manned systems.
Inherent complexity in design and implemantation, the lack of implementation
and operation experience and a poor understandi g of the isaues of robot to
operator mapping will keep robots to only the simplest and most dangerous
tasks for gsome time to coma.

Although this analysia is preliminary, the following conclusicns an be drawn:

Conclusion t: Defensibly determining when robots are best is not posaible
until their costs and probabilities of success can be accurately estimated.

Conclusion 2: The method outlined above provides a concrete technique by which
to compare manned and various forms of robot ascats for well defined missions.
Hard numbers either are or should scon be available for each of the criteria
discussed. These can be deteramined through simulation, experimentation and
combinations of the two.

Conclusion 3: The major near-term contribution to combat from robet.ca will
come in the form of automated assistance to mnanned assets. The present and
near future coats are too high and the probability of success too low for
sutomation in the form of autonomous and teleoperated systems to be
realiastically eaployed directly in coambat for some time.
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AN EXPERT SYSTEM FOR OBJECT RECOVERY

A, FARSAIE
T.A. DUMOULIN
Naval Surface Warfare Center
White Oak, Maryland 20503
W.A., VENEZIA
Naval Surface Warfare Center
Ft. Lauderdale, Florida 33315
ABSTRACT
Expert systems are being built to serve as intelligent advisors and
decision aids in a wide variety of application areas. An expert system is
being developed to capture the essence of locating and recovering objects
from the sea floor with the aid of a remotely operated underwater vehicle.
The expert system is capable of evaluating the at sea situation and
dynamically modifying the search and recovery strategy to optimize
operations.
INTRODUCTION
Expert systems offer a great deal of utility in assisting humans in a
variety of domains. The explicit codification of knowledge is an illumination
process which leads to many new insights within a particular domain. A
primary gcal of creating an expert system is to wmake existing knowledge
inexpensive and available. In today's society, hard problems that require the
best human expertise are greatly prolif -ating as technology becomes more
complex. As expert systems are capable of dealing with large solution spaces
known to be hard for humans, exper: systems actually extend the type and
degree of problems that can be solved. An expert system places extensive

problen solving knowledge in the hands of less trained operators.

In recent years there has been a great expansion in the application of
underwater Remotely Operated Vehicles (ROV's) within the Navy support
community. What typically characterizes ROV operations for Navy use is a
large number of standard tasks which have a great deal of variability

associated with them. fThe Kknowledge asscciated with similar or repeated
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(engineering) logs. To date, the efficiency and effectiveness of the ROV
operations have been highly operator dependent. Clearly an opportunity exists
for a knowledge base system to assist the coperator in recalling, processing,

and interpreting information.

Underwater navigation and positioning is a critical task. The

information needed for underwater navigation and positioning comes from a
wide variety of ROV onboard sensors, shipboard sensors, and often bottom
mounted sensors. What the operator needs the most is the interpretation of

sensor data to form an electronic chart that maps out a rcute.

Expert system technology driven by real-time situation data, combined
with man-machine interface techniques can provide a tcol that capitalizes on
this opportunity by amplifying human data fusion capabilities. A Xnowledge
based paradigm supporting data fusjion with man-in-the-loop is described for a
speciti~ application of underwater object recovery. The operational concept
includes a decision aid to associate and combine multiple source data
arriving in real-time. Due to the complexity and the dynamic nature of the
environment, the monitoring of such a multi-nedia gyastem entails the
effective management of information and timely decisions in terms of what
adaptation options are available or recommended. Tha thrust of the current
work has been in developing a workstation that allows the operator to quickly

and easily access the most relevant information.

The approach considered in this study is the application of Artificial
Intelligence (Al) technigues, the axpert system approach in particular, to
ti:a object recovexy process. This paper discusses the expscted application of
thesa Al techniques in the operational system and describes the efforts and
accowplishments of thi system development. The work underway for TONGS will
lead to a better understanding of applying AI techaclogy to the marine

environnent.

Television Chmerved Nautical Grappling System Background
The Talavision Observed Hautical Grappling System ('fONGS) in current use




at the Naval Surface Warfare Center (NSWC), Fort Lauderdale Facility, has
evolved over a number of years in response to operational needsl. ToNGS was
just utilized in shallow depths to assist Navy divers in planting and
recovering objects on the sea floor. The objects usually mated to an
underwater, armored coaxial cable laid from the beach. TONGS assisted the
divers by providing a means to guide a liftiny cable from a shipboard crane
to the immediace area of the bottom-mounted object. As the water depths
increased, the usefulness and efficiency of the diver teams decreased. The
consequences of the diver imposed depth and bottom time limitations spawned
the first TONGS sensor, a closed-circuit television for monitoring underwater
operations. TOIGS would sit on the sea floor, and surface operators could

observe nearby diver operations via the remote TV caumera.

successful follow on operations provided impetus for further refinements
and a family of TONSS type vehicles evolved. TONGS was progressively
developed as the primary syster to locate the sea ends of cables, recover the
cable end to a surface platfornm, then orient the obiect of interest on the
sea floor. As experimenl~ progressed into deeper water TONGS capabkilities
were upgraded to remain functionally sufficient to provide support for a

variety of test programs.

Locating anpd recovering an object or target is a time consuming
and sometimes frustrating job. Bven it you think you know where an object is
being placed on the sea floor, the basic dynamics of the ocean currents
acting on the ship and TONGS guarantees an uncertainty in actual location of
an objecht on the sea bottown., TONGS has search and acguisition capability
computible with environmental conditions at operational deptha. In early
TONGS eonfiguration, locaticn of an object was accomplished with a narrow-
beamed, directional hydrophone (listesing hydrophone) used in conjunctior
with an acoustic beacon to provide a general bearing in the direction ot

P

1 w.a. Venezia, G.A. Lamb, 3. Dixon, “Television Observed Nautical Grappling

Sysiem (TONGS)®, MTS/IEEE ROV 84 Conference, pp 240-244, 198¢.
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the object . An active sonar with a conical beam in conjunction with a sonar
reflector provided rangs to the cbjec%. Both the hydrophone and the active
sonar were aimed along a common axis controlled by a pan and tilt mechanism.
A compass providad a continuous indication of the direction of the pan axis.
Unfortunately, the missing object isn't the only thing on the ocean floor and

the operator must investigate every signal returned by the sonar.

Over the years the TONGS's sensors have been upgraded to include
Obstacle Avoidance Sonar, local area positioning systems, and a variety of
sensors for measuring the environment. The use of multiple sensors for target
recovery provides both redundant and complimentary coverage of the target
observation space. The sensors tc¢ be utilized by the expert system are a
pressure transducer, compass, Obstacle Avoidance Sonar, black&white TV

camara, Surface Tracking System, NAVIRAK, and underwater tracking systam.

EXPERT SYSTEN OVERVIEW
The expert system is designed to perform tasks such as: data reduction
and interpretation of sensor measurements, dlagnostics, and advise the TONGS
operator and ship navigator. This interactive and user friendly aystem uses a
high speed large capacity inferance engine architecture in a PC microcomputer
hardware enviroraent, and has an established knowledge base with sufficient
levels of detail to produce guidelines in the form of suggestions along with

supporting criteria.

A functional hlock diagram of the operational progran is presented in
Figure 1. The overall system is depicted in tarms of the functional
interfaces of the system and its nmajoy functional modules: sensors, the
expert system, and user interface. These modules are independently developed,
and evaluated. Then they zre integratad ilnte one coherent package. Note that
the expert system accesses TONGS onboard seneors, shipboard sensvre, and
botton mounted sensors through appropriate interfaces. The export system ise
composed of: inference engine, knowledge base, and control functions. The

knowledge base contains facts and databases. Target data from sensors and any
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update periormed by the navigator and the operator is used to update the
databases within the expert system module. As changes in the recovery
situation are perceived, the program reassess the situation and provides
advice to the operator as appropriate. These suggestions include the
selection of optimum paths and information regarding any known targets in the

vicinity of the operation.

Having received an operator command, the expert system interrogates the
operator and the target data for information regarding the environment and
possible targets. Based on the current system states, the expert system
chooses the sensors/modes of operation to achieve the uvperator objective
while maintaining efficient operation of the overall sensor suite. The input
stage wi1ll allow software contrxol of the process by which a new user can
effectively turn on the system, access 1it, and receive coherent, correct
responses from the system, The input procedures are human-engineered to

reduce obvious errors, and ease user interaction with the system.

wne integration of the expert system, user interface graphics, ard
database modules (Figure 2) is the most challenging original programming in
tha critical path of system development. This is due to the couplexity of
interfacing off-the-shelf packages such as GoldWorks, PC-Paint, HALO
Graphics, and dBASE IIf Plus. Significant amount of software linkage was

required between these packages to establish an effivient interface.

DATA STRUCIURE

fhe knowledge is scattered among a set of modules that have accass to
data in the database and way post their findings on any level of =he
databases. Thore are two databases accessible by tho expert system: Navigator
Log database, and Cables database. The Navigator Log database centains
intformation describing the avents occurring onboard the ship. Frow the time
the ship leaves port until it returns to port, a description of all
activities and observations concerning the uiszion is entered into the

database. Compilation of all this data forms s knowledga base which can be
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used by the TONGS operator. The knowledge base allows the operator to make
quick decisions based on all the available data. For exanmnple, Suppose an
operator needs to recover an object and he knows tha general ~»rea vhere it
can be found. The database can be queried for information reya.ding known
objects in that araa. Therefore, known objects won't be mistaken for the

missing object and significant time is saved.

Each activity or observation during a mission is stored in the database
as a separate record and thus each mission will typically have several
records. A recerd contains information such as: the date of the mission, the
time a record is entered, a description of the activity or observation, a
description of the object to be recoverad, the X and Y position of the object
in a local area coordinate system, and the depth of the water at these

coordinates.

one activity performed by the ship's crew is to lay cable and/or repair
cable. As a cable is laid on the ogean floor, pertinent information about it
is stored in the Cables databasa. The information considered is: the cable
number, a physical description of the cable, the ccorxdinate system used to
calculate tha X and Y cable coordinate, the cable~-end ccordinate, the depth
of the water, and ownar of the cable. The Cables database can be thought of
ags a mpap of all the cables laid on the ccean floor. This data \is
particularly useful to the operator when searching for a cable (either to

pull it up or to make a repair to it).

The Navigator Log and Cables databases are integrated into tha TONGS
expert system to act as a knowledge base. Thersfore, when tha operator needs
information from the datakase he has thae option of guerying it directly or
accessing it through the expert system. Because the operator and navigator
are gonstantly updating the databasaes, the exparxrt system ©an basa its
decisions on up to the minute data. Eventually some oif the datx wen't need
to be entered manually by the opexator; instead, the hardware will be

interfaced so the readings from the sensors will automatically update the
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databases. An effective software interface is established with dBASE III
Plus through the implementation of software command routines. Data files are
designed to zpply labels, construct tables , modify, add or

remove records via dBASE III Plus subroutine calls.

EXPERT SYSTEM

Expert knowledge in the forms of factual information, procedural rules,
meta~rules, and heuristics (all of which are elements of an individual's
knowladge and experience in his field of expertise) can be captured and
transferred tn an intelliigent computer vprogram which uses inference
procedures to emulate the problem~solving and dscision-making performance of
the human expert whose knowledge or experience is represented in the progran.
The principal issues in building a knowledge basad expert system involve:
eguiring dowain specific knowledge from recugnized experts, representing
that knowledge appropriately in the system's knowledge base, and using that
knowledge effectively for decisions and problem solving. The data stored in
tha two databases is evaluated by the expert system to infer recommendations
for the TONGS operator to finu a mizsing object based on similar past

situations.

The TONGS expert system has several layers of enbedded software as shown
in Figure 3. In the center, are Common Lisp and € programs. The next layey
contains dBASE III Mlus, followed by graphics and the GoldWorks axpert systenm
shell. The outermost layer is the expert system. Because it is the outernost
layer, the expert system can utilize not only the GoldWorks shell, but the
GBASE IXI Plug, Graphics utilities, Lisp and ¢ languages as well. The expert
system utilizes this €eature by supporting the GoldWorks rules with functions
codad directly in Lisp.

The davelopment cycle of an expert system can be decreased if an
effactive expert system tool is used such as GoldWorks. This system combines

frames, rules, and object programming into a single integrated systenm.
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GoldWorks runs on PCs and can be interfaced to &BASE III Plus, and C. This
system uses frames to structure information in the knowledge base., Frames are
templates for inserting information about objects into the knowledge base and
are organized in a hierarchy called a Lattice. Frames are named and have
attributes called "slots". An instance is built from a frame and inherits the
slots of the frame. Values within slots can be contrelled by rules and by
attributes called "facets",. GoldWorks 1is installed in a PC-AT
microcomputer with a HummingBoard. The HummingBoard incorporates the Intel
80386 running at 16 MHz, high speed cache with 8 megabytes of RAM. This board
was designed to transform a conventional PC into a Lisp machine, thus

increasing the perrformance of PC-based systemns.

The present expert system is developed to recover a known object which
is a cable, and to recover a known object which is not a cable. The system
makes use of the Goldworks' Sponsor system to deal with the rules involved
for each of these cases. Sponsors are used to contrel the resources
allocated to the firing of the rules in a syatem. Under the sponsor aysten,
rules are grouped together and only the vequired sponsers will be activated
80 that their rules may have a chance to fira. This will increase system
response time. Using the knowladge obtained from the operator, the systen,
via rulas, will access the appropriata database to discover relevant
information and transfer it to the fiame instancea for use by the expert

system.

Using information obtained from the databases as well as input from the
various sansors, the TONGS expert system .ontinuously calculates the range
and bearing from the current position of tha ship to the target aite. Before
TONGS is deployed, the system will use the database information to discover
other objects which may be also be lonated in the area and thus help to
hasten tha location of the desired object. Once TONGS is within close range
(ten feat) of the desired object, full manual control will pass to the

oparator for the final recovery operation.
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Once an expert system is built, a large part of its usability depends
on the end-user interface. Since most expert systems are really intelligent
assistants, the end-user interface is often designed to. allow interactive
dialogue. This dialogue and/or initial input most often appear to the user as
structured data input arrangemenis incorporating menu choices that allow the
user to answer requests by the system for information. Also, text and
graphics are often used to show line of reasoning when the system responds to
user. Interactive graphics and simulation are used to increase the end-user's
understanding and control of the system. The controls and displays provide an
interactive interface for ease of command, data request, and data entry by

the operator.

The expert system is designed to be useful to the TONGS operator and
navigator. Information is condensed, clearly presented, easily assimilated
and unambiguous so that there will be no confusion in the user's
understanding. In this system, provisions are made to supply detailed or
backup information when and if the operator wants it. The system user
interface relies heavily on the use of three different graphics systems. The
Goldworks!' Screen Toolkit controls application screens and is used for the
various popup menus in the system. PC-Paint is used for the creation of
introductory screens, help screens, backgrounds and other static screens.
The Halo graphics is intended for use with dynamic images. Exanmples of this
include gauges, sonar displays, and other sensory input to the system. All of
this information working together will give the TONGS operator quick access

to the data he needs to make informed decisions instead of haphazard guesses.

SUNNARY
To effectively utilize the sensor suite and to reduce the number of
operator tasks, a high level of automation is required. The TONGY expert
system acts as a smart interface between the operator and the multi-sensor
system for racovery of objects from the sea floor. This system provides
advice to the operator in selection of optimum paths and to provide

information regarding any known objects in the vicinity of the operation. The
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recovery process, and to present the data in an effective, and readable

format. Results of the work to date show promise in demonstrating the use of

an expert system in a practical at-sea operation.
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ABSTRACT

The authors believe that advanced telerobotic systems will
involve both autonomous robot movement and user controlled robot
movement. Although artificial intelligence can facilitate
significant autonomy, a system that can resort to teleoperation
will always have an advantage.

This paper proposes the development of a high I#wvel robot command
language applicable to the autonomous mod= of an advanced
telerobotics system. The high level language will allow humans
to give the robot instructions in a very natural manner. The
system will then analyze these instructions to infer meaning so
that the system can translate the task into lower level
exaecutable primitives. If the system is unable to perform the
task autonomously, it will be capable of switching to the
teleoperational mode.

1.0 INTRODUCTION

This paper presents an overview of a yser directed gbject
govement gystem (UDOMS) under development at the University of
Alabama at Huntsville (UAH) that will, from high level user
commands, plan the movement and generate the commands to move a
robot in a known environment. The system is being developed on a
Silicon Graphics IRIS 3020 interfaced with a PUMA 562 robot.




This system will combine the results of many researchers into a
system that will go from user commands to robot movement. The
user interface is by way of a graphical 3-D representation on the
IRIS of the work environment. The user will select an object on
the work environment by selecting the representation of the
object on the graphic diasplay and indicate where the object is to
be moved by selecting another point on the dispiay. The system
will analyze the user command and if possible decompose it into a
set of robot movement tasks. The system will then plan each
task. Each plan will be a near-minimum time path for the robot
that avoids any parts of the environment that may be in the
robot's work space. The plan will alsoc satisfy the constraints
on the range, velocity, and acceleration of the joints of the
robot and satisfy any constraints on the orientation and
acceleration of the object being moved. The user may select to
view a simulation of the proposed set of movement or have the
system generate the commands for the PUMA. The PUMA will
implement the commands enabling the verification of the robot
movenent plan.

ElMaraghy (1987) is implementing a similar system that seems to
be concentrating on high level task planning. Grover (1986) has
implemerted a hardware system similar to UDOMS; it is a semi-
autononous system in which the user yives the high level commands
to a robot. Neither work appears to include path planning in
which objects are avoided and constraints on robot motion are
conaidered. Fernandez (19586) has developed a system (ROBOSIM)
that allow the user to plan complex movement of the robot in an
off-line mode; but the programmer must do the path planning and
must check for collisions.

The four major objactivea in the development of UDOMS are: 1) to
develop & high level language that will allow a user to
manipulate the environment by way of the robot without having to
know the detalls of the environment, the constraints on the
motion of the robot, or the constraints on how the objects can be
noved in the environment, 2) to define and develop structures for
data bases that will contain the information about the robot,
about the robot work envircnment, and how to move objects in the
environment, 3) to develop an expert system to use the data in
the data bases to transform the user commands into allowable
robot commande, and 4) to create a system in which results of
various researchars in the area of robot path planning can be
combined into a working system to evaluate the performance of the
various algorithms.




2.0 APPLICATIONS

Systems like UDOMS are ideal for use in telerobotic systems, deep
space docking activities, and for generating programs for robots
used in handling and securing hazardous materials and in tle
manufacturing environment. Telarobotic tasks may be divided into
twe categories: fine movement and gross movement. Fine movement
is the movement involved in picking up or placing an object.
Gross movement is the robot movement between fine movements. 1In
telerobotic systems UDOMS is useful because 1) the environment in
which the robot is working is known, 2) the user usually does not
know all of the constraints imposed on the robot, 3) the user
usually is not aware of all the parts of the environment in the
robot's work space, 4) the types of feedback and time delays in
the communication path make it difficult and time consuming for
the user to control the robot, especially for the gross moves,
and 5)the system can plan and make the gross moves of the robot,
returning control to the user when the robot is in position that
requires user intervention (fine movenments). The type of
feedback, type of controls, feedback time delays, and even the
user personality affect the time required to accomplish
telerobotic tasks, Crooks (1975), Farrel (1966), Yorchak (1985),
and Collins (1985). UDOMS would be capable of implementing the
gross robot moves without the need for any feedback to the user.

This type of system will also be applicable to manufacturing and
testing environments in which the environment is known but
changes frequently. Because of the user interface and on-line
path planning the system can easily a.d quickly generate new path
planning in response to changes in the work environment. It
would not require a skilled operator to generate new robot
programs.

3.0 SYSTEM DESCRIPTION

The system will consist of a set of processes as shown in the
data flow diagrams, DeMarco (1978), shown in Figure 1 and Figure
2. Figure 1 shows the data flow diagram for the generations of
the data bases for UDOMS. The structure of the robot will be
defined in the form developed by Denavit (1955). Through a menu
driven interface the user will supply the 1link and joint
information for the robot being modeled. The user will also
supply the limits on the position, velocity, and acceleration for
the joints. Also through a menu interface the user will create
templates of objects. The user will use the templates to create
the environment by creating and combining objects. Everything in
the environment is an object. An object can be a combination of
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other objects. Each object has a name, a geometric description,
a -position in 6-space (x, y, 2z, roll, pitch, yaw), a list of
couplings to other objects, and a list constraints on how the
object can be moved.

Figure 2 shows the data flow diagram for the command generator,
movement expert system, geometric path planner, dynamic path
planner, and robot c¢ommand generator. The user views a
projection of the 3-D environment on the screen of the IRIS. The
user will be able to change the magnification and move through
the environment by use of the mouse. The user will select
objects by use J.f the cursor. When an object is selected the
user will have the ability to examine any data about the object.
Once an object has been selected the user indicates where to move
the object by selecting the destination in the environment. The
expert system contains the rules on how and where the various
objects may be moved and the procedures for moving the objects.
ihe expert system will determine if the movement is possible.
If the movement is possible the expert system will decompose the
move into a set of tasks for the robot. These tasks will be sent
to the path planning processes.

Path planning will be an iterative process, between geometric
planning and dynaanic planning, of finding where the robot may
move and then finding a near-optimum path that satisfies all the
constraints on the system.

The geometric path planner process will find in 3-dimension space
paths for the robot that will avoid any portions of the
environment. The paths pass through knot points supplied by the
axpert system process. Lozano-Parez (1987a) gives a good
overview tc the work being done in geometric path planning. Most
of the research on path planning, Lorazno-Perez (1987a), Kuan
(1985), 1is either in the area of creating potsntial fields
around objects and navigating along paths of lowest potential or
partitioning the robot work space into areas of free space and
finding paths through the free space. Gilbert (1985) approaches
path planning as an optimal-control problem in which the
objective function is either a ninimum energy or minimum time of
travel function. An algorithm along the line of Lozano-Perez
(1987b), which presents a method of finding the free spuce in a
robot's work space and a method of planning a path through the
free space, will be implemented as the geconetric path planner.

The dynamic path planning process will creats a robot path that
passes through the knots created in the geometric path planner
and that satisfies the motion constrains on the robot and the
object being mu'red. Two promising approaches to this problanm
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are: fitting cubic splines to the knots, Lin 1985) and
representing the problem as a near-minimum time objective
function and using non-linear programming, Tan (1988). Both
approaches consider constraints on the motion of the robot. The
non-linear programming approach will be implemented in UDOMS.
Once a path has been computed for the robot the geometric path
planner process will verify that the path does not collide with
the environment.

Once the path has been generated ihat satisfy both the geometric
and robot dynamics constraints the robot motion can be simulated
on the IRIS or robot commands can be generated and sent to the
PUMA,

4.0 CONCLUSIONS

The authors believe that, even though the research is not
complete, sufficient work has already been accomplished by
researchers in the area of path planning that a usable high level
system can be developed to plan and control the movements of a
robot without the user having to know about the robot or the work
environment. This paper discussed the design of such a system
under develcpment at UAH.
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Neutral File Data Exchange Between Simulators and Robots
W. D. Engelke
University of Alabama in Huntsville

Abstract

Offline programming and simulator systems for robots usually create their output directly
in the robot's language. This works well when only one simulator and one robot are involved.
However, when multiple robots must be programmed with a single simulator or logic must be
transferred between multiple simulators and/or robots, this leads to a profusion of
special-purpose translators. To circumvent this problem, a general purpose neutral language
was developed to carry logic between systems. This language, called Generic Descriptor
Language (GDL) is the “C" language augmented by a set of robot-oriented funciions. A pair
of translators was developed using the UNIX lex and yacc utilities to test the feasibility of this
approach.

An Qverview of the Problem

When logis is developed to control robot motions using a simulator (offline
programming), it is necessary to translate the logic from the language used to control the
simulator into the language used to contol the robot. This is because the simulator and robot
languages are nearly always incompatible. This poses little difficulty when only one simulator
‘and one robot are being used. However, in an integrated shop where several types of sobots -
and simulators are used, thi', can easily lead to a profusion of special-purposs translators. For
example, two simuolator types and three different drands of robots make it recessary to
waintain tweaty individual translator prograims (including a pair t allow logsc transfer
between the two simulators).!

The rumber of required translators can be reduced by the use of a neutral data transfer
language. This is the same philosophy used in the Product Description Exchange Standard
(PDES, formerly known as IGES, or Initial Data Exchange Standurd) which is used for

Engetke, W. D. (1987) "A Generic Operations Descrijor Langa:ge for Robot Simulation,” Proceedings of the
Southeasiera Compuser Simulation Conference, Huntsvills, ., Jctober 1987, pp. 54 - 582
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transferring geometry and notes between CAD/CAM systews. In the case of the example, this
reduces the number of required translators from twenty to ten.

A format for a Ianguage and a geometry database layout have been developed which can be
used for linking robots and simulators, The language is "C"-based. The language and database
together are termed Generic Description Language, or GDL.2

A number of concerns have been raised over the years about the use of neutral file formats
when translating between systems. Some of these are the following:

1. An additional language introduces extra complexity and possibility for error in the
translation process.

2. Since a neutral language is inherently more general than a system-specific language,
features which are individual to particular systemns lose their identity when translated into the
neutral language, and fail to niap into their proper analogue in the target system,

3. There is extra time involved in the process, as well as a requirement that personnel
performing the translation be familiar with yet another language/pmtocol.

While these objections are not without merit, they de not necessarily mean that the whole
concept of a neutral language should be rejected; rather they indicate that close scrutiny of the
situation should be performed prior to making a decision to use the method to ensure that it is
appropriate. These same objections were raised when PDES was developed, and yet many
wajor manufacturing firms (¢.g. Boeing, General Motors, McDonnell-Douglus, etc.) chose to
pursue a fairly aggressive implementation plan for it. This indicates that the benefits of the
method can outweigh the disadvantages in certain cases.

Examiples of cases where neutral file data transfer would be useful in practice include
shops where multiple simulator and robot brands are used, each with its own language.
Another case is that where a shop is re-hosting simalator/i sbot programs to allow conversion
to 8 riow system or replacement of a robot with another brend.

An interesting feature of GDL is that, since it is "C"-based, a file created in GDL can
actually be compiled with a "C" compiler. Naturally, in order to do this it is necessary to
supply certain key subroutines used by robot actions, such as "move” and "grasp.” These
supplied routines can, however, incorporate whatsver logic the designer desires, and coald,
therefore, be used as the basis for additiona! siraulations. For example, it would b
<traightferwarnd to create a program to compute the time required to complete various robotic

as, and then any arbitrary sequence of GDL robot moves could be tiined. Subroutines
v . bedeveloped to provide cutputs for other simuladons such as GPSS and Negwork 2.5,
and se on,
21bd.
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Overview of the Solution Method
" The language GDL

GDL in its entirety consists of a language specification and a database layout. The
language carries the logical intent of the program, and the database carries the geometry. The
geometry is arranged in a hierarchical fashicn to mesh wsll with the approach token with many
kinematics simulators. This implementation project utilized only a subset of the language
specification portion of GDL. In this simple case, geometry was carried by a tag-point file as
provided as output from the Deneb Robotics package.

GDL uses "C" as its basis, with a series of subroutines designed to carry out the special
functions comrmion to rouots.

Subroutines for GDL
Logic is carried by subroutines named after their functions, as follows:

dmeve(x,y,z,rx,ry,rz) (Delta move) - Moves end effector by translation x, y, z and
rotation ry, vy, Iz

grasp- Activate end effector (gripper).

movehome - Move end effector to "home" position (if one is defined).

inputd(peint,value) - Examine digital input point “point” snd place O or 1 in “vaive."
inputr(port,string) - Accept asynchronous data thwough RS$232-type port and place in
“string."

HOVE{X,¥,2)Fx,F'ysi'z) - Moves eud effector to wranslation x, y, 2 and rotation ry, ry, ¥,
(with respect to world origin).

outputd(point,value) - Place “value" at digital output “point.” Valid values for “value" are
Qor L.

outpatr{port,string) - Writes the data in "string” to asynchronous output “port.”
pwait{p,value) - Wait uniil digital input point “p" becoines “value” (0 or 1). If p=wvalue at
the time the instruction is executed, the instractiva acts as a no-op.

velease - Deactivaies end effector (gripper).

setspeed(value) - Set maximum speed robot will use when utoving between poiats (not
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It is possible to envision numerous other functions that may be embodied in subroutines,
* but these represent the most universal cross-section of robotic actions.

Translation method - lex and yacc; system to system links

The UNIX utilities lex and yacc are used to create routines for translating between
systems. lex provides a lexical analyzer routine; yacc (which stards for "yet another
compiler-compiler") provides translation logic routines. These two utilities do not actually
perform any of the translation; rather, their output is "C" routines which .an be combined and
compiled. The resultant executable module will then be able to perform the actual translation,
Input to lex and yacc consists of descripticas of the lexicon and syntax of the language to be
translated. In this case, we are working with two sets of lex and yacc input; one to describe
the translation from Deneb's simulator control software into GDL, and one to describe the
translation of GDL into AML. The process for creating a lex/yacc pair to use in translation is
as follows:

1. Develop data for lex. Describe the keywords in the input language, as well as
indicating all the special characters that must be handled (such as “:;<>" and so on). Each
keyword becomes associated with a "token"; character combinations which are not
recognized as keywords are passed through lex's routines in accordance with character
processing instructions,

2. Develop data for yace For each keyword token handled by lex, there must be a
corresponding handler soutine in yace. This consists of "C" fragments which will process
input data as it is encountered, There is generally heavy use of recursive symbol
processing used in these dsscriptions to 1t symbols build up as thay comte in.

3. Run lex, The output will be a “C" routine, which is not usable by itself; it must be
#included into the final routine and combined with the ouput of yace,

4. Run yacc. The output, again, is a "C" routine. It consists of the translation logic
produced by yace to do the parsing and buildup of input data; the “C" code fragments
which you have supplied are included and set up to be invoked each time their
corresponding input pattern is recognized.

5. Compile and link the "C" code into an executable module. The resulting
executable wili run using standard input and output as provided by UNIX. Therefore, the
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command line you key in to start the program will define the files to be input and output.

" Notes about this process:

The lexical language descriptions provided as input to yacc follow a canonical language
description methodology and hence fit well with language descriptions published for modern,
structured languages. (Not all simulator and robot languages may be so disciplined!) Refer to
Harbison and Steele, Appendices B and C, which give a LALR(1) type grammar for C.

In the case of Deneb Robotics, additional processing was provided to handle a "tag
location file" which give the x, y, z, roll, pitch, and yaw values for each destination to which
the robot end effector will move. For this project, this tag file was used directly. In a more
complete implementation of GDL, this tag file would be converted into a hierarchical geometry
database.

The process of setting up language descriptions is performed once for each simulator to be
supported (here, Deneb Robotics) and once for each robotic language to be supported (here,
IBM's AML). In this project, the process results in two translators; one Deneb to GDL (which
we'll call Translator A) and GDL to AML (which we'll call Translator B).

Once translators have been developed for the Simulator-to-GDL and GDL-to-Robot
conversions (in this case Deneb-to-GDL and GDL-to-AML), system to system traaslation is
accomplished as follows:

1. Develop action sequence on simulator. This includes selecting robot
end-effector positions in three-space (“tool destination points") and teaching the simulator
what moves to make and actions to take.With Deneb Robotics, there may also be editing
of the simulator program file to add specialized instructions that are not generatable
through mouse pokes.

2. Exit simulator to UNIX; translate simulator program to GDL. In this case,
translation from Deaeb data to GDL is performed using Translator A.

3. Translate GDL to robot language, Translation from GDL to AML is performed
using Trauslater B. Examples 1 through 3 show the process of conversion (see next
page):
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Example 1a: Deneb Robotics GSL Simulation Language for very simple program. Odd
" numbers for coordinates are due to round off error in the simulator.

program p20

VAR
tp1, 1p2, xp1, tp3, tpa: POSITION

begin

move to tp1
move to tp2
grab xp1 at linkd
move o tp1
move to tp3
move o tp4
releass xp1

. move to tpt
move {o tp3
move home

end p20

Example 1b: Tag file giving coordinates of tag points in simulation

TAG: tp1

-0.00265667 339.948 259.964 000
TAG: tp2

-0.00319223 399.948 159.979000
TAG: tp3

-434.979 -2.99345 259.959 0 0 -89.9994
TAG: ip4

-434.980 -2.99413 159.974 0 0 -89.99%4




Example 2: Above simple program converted from GSL to GDL

. [¥ - Source GDL generated from Deneb Robotics ----*/

double tp1[6] { -0.00265667, 399.948, 259.964, 0.00000, 0.00000, 0.00000},
tp2[6] { -0.00319223, 399.948 ,159.979, 0.00000, U.00000, 0.00000},
tp3[6] { -434.979, -2.99345, 259.959, 0.L00090 ,0.000000, -89.9994},
tp4[6] { -434.980, -2.98413, 159.974, 0.00000, 0.000000, -89.9994} ;

*

main()
{
move(tp1);
move(tp2);
grasp();
delay(1000);
move(tp1);
move(ip3);
move(tp4);
release();
move(tp3).
movehoma();

/i
/I*--- end of generated GDL source --- */

Example 3: AML source generated from above GDL source. Note that several coordinates are
mntentionally left out because the robot supports oniy X, Y, Roll, and UP/DOWN.

Y
tp1: NEW PT (-0.00265667, 389.948, 0.00000);
tp2: NEW PT ( -0.00319223, 399.948 ,0.00000);
tp3: NEW PT ( -434.979, -2.99345, -89.9994);
tp4: NEW PT ( -434.930, -2.99413, -89.9994);
*

- SOURCE FROM GDL/AML TRANSLATOR
AMLPROG: SUBR,

PMOVE(TP1);

DOWN;

GRASP;

up;

PMOVE(TP3);

DOWN;

RELEASE;

upP;

PMOVE(650,0,0);

END;




Specialized Techniques Used in this P !

The very idea of introducing a neutral language into the process of translation sometimes
produces dread and loathing on the part of robotics software people, because they envision
much extra complexity and difficulty in accomplishing the translation. As it turns out, this
particular combination of languages (Deneb-AML) results in a very straightforward and
readable set of routines. However, note also that AML-Entry for the IBM 7535 provides a
very limited subset of the functions of which robot controllers in general are capable, and this
project was a subset even of that, Therefore, a rigorous test of the GDL method would need to
inclvde a more complex robot language as its target to be able to draw generalized concluslions
about the utility of GDL. However, even with this small test, some interesting points became
apparent:

Deneb to GDL: The translation routine has to handle tag point locations and generate array
initializations. These arrays (which then become variable names in C) are given names
corresponding to tag point names. Conceivably, the user could disrupt the validity of the GDL
routines by giving tag poiits names which are reserved words in C! This could happen in
* other ways when using Deneb Robotics also, as there is frequently the need to embellish the

logic in the simulation program with manuslly entered code.

Use of GDL voutines: Since GDL routines are in "C," they can be compiled with any C
compiler. Routines must be provided, with their names corresponding to robot functions as
already mentioned. However, by supplying routines (for these robotic actions) which pesform
other related specialty functions (not just robotic moves), a number of useful studies could be
performed, such as visual simulations of various types (depending on the type of system)
collision detection, timing simulation and production of cutput for other simulation programs
such as GPSS. Code in "C" can also be analyzed with standard C optimizers and the UNIX
program “lint" which checks for bugs.

GDL to AML: Conversion of GDL to AML turned out to be one of the more difficult parts
of this project, because translation is not as simple as just describing GDL to yacc. The
problem here is that there are a number of machine-specific issues which must be overcome.
The major problem is the extremely limited nature of AML-Entry for the IBM 7535 robot. The
machine supports only two Z positioas for the end effector: UP and DOWN. Since the Deneb
Robotic simulator program allows oae to move the Z position with abandon, code had to be
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developed consistent with yacc's processing methed to keep track of changing Z coordinates
and then generate correct UP or DOWN -ommands in AML.

Summary of Conclusions

It was determined that conversion to C could be useful for more things than just
translation: many useful additional studies could be performed on robotic logic by converting
it into compilable C. Developing translators is not a particularly difficult task once one gets
over the learning curve of understanding how to use lex and yacc. Each robot controller poses
its own challenges to the translator developer, ranging from slight (for powerful, structured
languages like GMF's Karel) to intimidating (for machine-level codes required by Cincinnati
Milacron),

Simulator-to-simulator links are possible. An example would be a case in which it is
desired to move extensivs libraries of routines from, say, McDonnell-Douglas PLACE format
into Deneb Robotics. Stady would have to be undertaken as to how to map the languages
from one to the other. However, it is expected that loss of iniclligence would ocenr piimarily
at the target system, as the "C* language is general enough to represent almost anything

(assuming appropriate subroutines). Robot to robot links are possible also, for example
moving a library of movement routines from a r